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ABSTRACT

Sonic fatigue testing at elevated temperatures has become increasingly important as
aerospace vehicle structures are designed for the combined environments. Work is described
in four areas related to thermal/acoustic testing: acoustic simulation, thermal simulation,
specimen mounting effects, and instrumentation and measurements.

Acoustic field studies considered the directional properties of various fields, as well as
coupling r the acoustic fields with structural specimens. Thermal environment studies der!t
with predicting temperatures in a heated structural specimen. The design of heating systems
was also discussed. In specimen mounting effects, equations were presented to show how
thenal loads enter into ihe general dynamic equations. Panels with free edges and panels with
fixed edges were treated in detail. Measurement methods related to sonic fatigue testing at
elcvated temperatures were surveyed for availability of devices which operate in the combined
environment.

Results presented here indicate that good estimates of specimen response can be made
for basic specimen geometries, mounting conditions, and orientations in the excitation field.
Methods are suggested for extending the results to more complex cases.
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SECTION 1

INTRODUCTION

Sonic fatigue testing at elevated temperatures has become a matter of considerable
importance in recent years. The application of new materials and advanced fabrication
methods to high performance aircraft has brought a need for evaluation of the structural
elements in the combined high intensity noise/high temperature environment.

The study effortreported here considered all aspects of high temperature. sonic
fatigue testing. Characteristics of the acoustic environment are discussed, along with coup-
ling of the acoustic excitation with the test specimen. Thermally and dynarically induced
stresses are considered in detail, including the effect of the specimen mounting on the
resultant speciinmi response. Information is reported on methods and devices for measuring
all the r-rameters that enter into combined thermal/acoustic testing.

Following a brief summary of the above findings, recommendations are made for
f applicatio;is to combined environmert tests, and areas for further study are indicated.

t
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SEC lION 2

ACOUSTIC ENVIRONMENT SIMULATION

Sonic fatigue tests are usually conducted in facilities that produce either progressive
wave or reverberant (diffuse) acoustic fields. One phase of this program was to investigate
the use of such facilities for sonic fatigue tests at elevated tempertures. Since'thv purposc
of a sonic fatigue test is to determine the ability of a structural specimen to withstand aco
tically induced stresses, a stidy of acoustic environment simulation should also consider the.
coupling between the acoustic field and the-specimen. Accordingy, this section fivnst-oi-:.-
siders mathematical representations for progressive wave-and reverberant 1elds. T t;it ..
ing the dynamic properties of a structural specimen, a method is developS0 for estimatig
the response of a structure to an acoustic field, The effects oftemperature on the- c~ati ..
field in a representative test application are then discussed. -

2.1 ACOUSTIC FIELDS :

The analysis of the progressive wave and reverbe'an fi,6lis follow ,the usual assump- -

tions of c!ementary acoustics. The sound pressure aitd-prticle velocities are assumed, b"
small compared to the static pressure and sound velocity;,, :cely. Attenuatior. in the .
medium will be neglected.

2.1.1 Progressive Wave Fields
A commonly used sonic fatigue test enclosureis the progressive wave t41be, consisting...,

of a constant cross-section duct with an acoustic source at one-end, and siae . royision.:
for mounting a structural specimen in the wail of the duct. The acoustic pi,ures-in such-
an enclosure are considered to be uniform across any cross-sectkiun-sc that-.the progr..si"
wave fieldis a one-dimensional acoustic field. 1 Therefore, the one,,drnein' ;a, -.--
equation "

a.p(x, t) a I Vp(x, t)
~ = - t2 ....

can be used to describe the progressive wave field. The 4olutio of equation (21) doepernd "
* on the boundary conditions at the end of the enclosure. For the arrangement-.shown in

Figure 1 for example, the solution for a .perfectly anechoic termination (i.e., no'pre.t -
wave reflected from the end) is of the form

21rx- ~~~j(wot +2r),

*.p(x,tP-" (2.2)

This solution is for a simple harmonic excitation at an angular frequency 4 and-,'epresents
a pressure wave traveling in the -x direction. The pressure amplitude envelope is equal to
Po and is constant along the length of the tube, while the phase of the pressure. between
two points varies linearly with the distance between these points.

Other types of terminations will yield different pressure functions for the progressive
,* wave enclosure. If the anechoic termination were replaced by an infinitely rigid closure at

the x=O plane, then a pressure wave is reflected back toward the sourc2, and the pressure
in the enclosure is given by2

Po 2 2irx -".

,'p(x, t) s cos - ejwt (2.3) .
sin kR x

;.2

'- ...
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Negeeng the- time-varying co rnxmient of'k pressure,* We rpot that. thte enivelope of
thte magnifude of the. Landing Pressur~ e s'iosnfuco. The maxi~i-, value of
'he pressure er~ope is a function q~ the lengdlth e anckisure, Q, and th frequ-ncy at
whic h thi test ection is. excited. The fn~qi.rei cy dependence is contained in the wa-ve

nunmb~er 1 defined fts

-k (2.4)

Equation (2.3) does not consider any losses; anid tha efore sugge ststhat the pressure be-
comes infinite at fEre-ueticies and enclosuire lengths such t~

-kq n~,' nl 1, , 3, 61 (.5)

In practce, sorne damping-!s always prcescnt to lirnii 4 ie, res sure to a finite value, although
the standin wave r. -io is a maxu when thw CQnlditions of equationi (2.5) are mt

A third form of the' pressure ftuhotion- results if the enciosure is A1Iowed to open
direcfijy into free space At the'k ̂ -0. plane. hi'this oase, there will be a pressure antinode at

the inefce ih h ressure distribution in the (lUj being
the ~ ~ ~ ~ 2~X ine icwt'l(

p(x-,) sin -~ .(2.6)

-~cos kQ I

-Coinments relative to the peak vd lke of prtessure for the rigid termination case~ are also
applicable to the ciiclosibre with a n open cuid,'except that -pressure maxima occulr at

nir.
2 1 , . (2.7)

The simrple trigonomtietiic I'Unctions in equations (212), (2.3), and (216) ake convenient
t o describe the pr essure distributions in prog~ressive wave test sections, si nue the test speci-
mrens are miounted ia the wal! of the test section. The frequency range encom passed by
sonic fatigube tests, comnbined with the cross-sectional areas likely to be used fo.r progressive
wave sections, mnay yield conditions such that the acoustic waves do not trave l ong the
enclosure with plane fronts. This factor is. not important for- the present dis;cussion, sinyce,
thf, pressure distribution along the surface of the enclosure is still described by the trig--
onomnetric fuinctions. Still another effect mnay be encountered at various combinations of
test frequency and enclosure size. An acoustic field may be established somewhere betwcen
that which would eexpected for an anechoic terintation and an abrupt termination. In;
such cases, a comibination of trigonometric functions may be needed to represent the
acoustic field. Later in this. section, we will utilize trigonometric representations of acoustic
fields for estimating structural response to the fields.

2.1 .2 Reverberant Fields
Another common type of acoustic test enclosure is a large roomi that is characterized j

by low acoustic absorption at the internal Surfaces of the room. In such a room, a large
percentage of the acoustic otnergy incident upon a given surface is reflected from that
surface. The resulting reverberant (diffuse) acoustic field has uniform11 ene~rgy density..
throughout the Volum11e Of the enclosure, and all directions of propagation itre equally
probable.

4



An analysis of the acoustic field in a reverberant room begins with the general wave
equation, although the equation must now account for propagation in three directions. In
hts '-general form, the wave equation can be written as:

2P 1=(28
c c T

weethe V2 oprtr -niaes the second partial derivatives with respect to the x, y, and

z directions. Solutions whitch satisfy equation (2.8) can be of the form:

p(x, y, z, t) P0(cos kxx)(cos k yY)(cos kzz)ej(wt (2.9)

pvied4he constants k , and k~ satisfy

k. Vkx (2.10)

1hwcenstants are also related to "component" wavelengths, the wavelengths associated
witk'kU three coordinate axes, by

2ir -(2.11 a)

x x

I k'_~ y (2.11 b)

~~ nzr

q ~~The chan~tersticj t equencies in the room are restricted to values such, t

This analysis may appear to contradict the previously stated reverberant field condi-
tins Of uniform unoe& density and absence of a preferred direction of propagation. Equa-
fion (2oe)4,*el m fact, show that the pressure waves in a reverberant enclosure,at a normal
mode fequ~ntqy pf the enclosure, are highly directional. The acoustic energy density, Which

is proport ovi~d ft i pressure squared, will also vary widely in a room excited at a single
normaoniod& frquiuo. Therefore, in order to obt~in a diffuse field, the room must beI

ex Pe 4 ,nu-mbev of Pormal mode frequencies. Stated differently, a diffuse field can be
established- in A reverberant room only if the room Is excited by a signal that has energy

k distributed Un'a band of frequencies; e.g., by a random signaL.

The exact number of modes that ame excited in a given band of frequencies cain be
determined Crain equation (2.12), As an example, consider a room with dimensions f =30,
%=4Qb and9 *S fbet The (1, 1 1)mode (xny-nzI).is seen to be 25.2, Hz, the .(Itf2)

. 5



mode is 31.5 Hz, and so on. Each of these normal mode frequencies can be considered to be
a vector in a frequency space with orthogonal axes fx, fy, and fz. The total number of modes
below a given frequency, f is then approximated by

N = 4' Vf 3  (2.13)
3c 3

where V is the volume of the room. Differentiation of equation 2.13) yields an expression
for the number of modes, AN, within a band of frequencies of Af centered at a frequency f:

AN =- 2  f (2.14)

A minimum of I 0 modes should be excited within a given band in order to achieve uniform
energy density throughout the voiume of the room, and thereby establish a reasonably dif-
fuse field in the room. 4

The present study is concerned with sonic fatigue, so we need some means to relate the
above properties of the test room to the :esponse of the structure undergoing sonic fatigue
testing. The test enclosure/structural response dependence begins with the principle thit
most of the energy acceptance of a structure occurs near the normal mode frequencies of
the structure. Just how near the excitation frequency must be to the normal mode fre-
quency is determined by the davoping of the structure. Panel structures of the type
commonly used in aerospace structures have low damping, typically " <002. The bandwidth
of a normal mode frequency, Af, for a panel with damping ratio , is approximated from

Af = 2 f (2,15)

This expressi -:ombined with equation (2.14), yielding

81r V" f3!N-- (2.16)
N 3 C3

Equation (2.16) thus shows the number of room modes that will be excited within a
structural resonant bandwidth, for a resonance with a center frequency f and damping ratio
. If the previously stated criterion of 10 modes is applied, equation (2.16) may be solved
for V, the room volume. Figure 2 presents a faimily of curves, for various values of ', for
the lowest frequency at which 10 modes are excited in a given room volume, At frequencies
below this minimum i'requency, the acoustic field will become more directional and will
have properties si..i:'tr to the progressive wave fields. Above the minimum frequency, the
acoustic field is diffuse, with a corresponding absence of directional properties,

Pressure distributions in a !,rge room excited by a random source cannot be described
with exact expressions, as was the case for simple harnonic sources. The pressures must in-
stead 6,u discussed in terms of their power spectra or correlation functions. For exam-'le, the
normalized cross-power spectrum for a bandwidth-limited random accoustic field is given
by

5

21r (ri •rCpp (ri, rj, A) (2) si),.. (2.1I7)
i,2 r (r 0r)

6
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N
where ? is the wavelength associated with the upper frequency of the band, and the indices
i and j represent locations in the field. This expression is valid for a diffuse field in which a
large number of room modes are excited within the bandwidth of the structure. The value
of the function depends on the separation between two points in the field rather than the
exact location at which the function is measured. If the size of the enclosure is such that
only a very few normal modes of the enclosure are excited, then the random acoustic field
becomes directional. For this case, the normalized cross-power spectral density can be
approximated by

CPpj(x,y,z,f)=(cos kxxi)(cos kyYi)(cos kzzi)(cos kxxj )(cos kyyj)(cos kzzj) (2.18)

where kx, ky, and kz represent the wave numbers of the characteristic frequencies of the
enclosure in the x, y, and z directions, as defined in equation (2.11).

Studies described in the remainder of this section will consider acoustic fields which can be
described by the simple trigonometric functions.

2.2 ACOUSTIC COUPLING

A description of the acoustic field in a sonic fatigue test is one ot two elements
needed to estimate the response of a structural specimen in an acoustic environment. The
other factor involves the dynamic properties of the structure itself. In this section, the
important dynamic characteristics of test specimens will be discussed, and methods will be
shown for coupling the acoustic fields with the structures to provide an estimate of the
structuial response.

The structural system considered here is assumed to be a linear system, such that
the free vibrations of the system can be described by a set of homogeneous second-order
linear differential equations,6

[N 1,,l + tCI W + Iw' 0 t2,19)
1w

If the damping term is momentarily neglected, the set of equations can be :solved to
give the undamped natural frequencies of the structural system, and the correspondingimode
shapes. Letting [4)] represent the mode shapes. we can introduce the transformation matrix

js w 4J1Io (2.20)

where vt is the normal coordinate. Substitution of equation (2.20) into equatioo (2,19) and
.preultiplication by the transpose of the modal matrix permits the equations of .otion

to bt re-writ ten in normal coordinates as

+ 0,,1. jt' 7 + " ,, =0(2,21)

-luation (2,21 ) includes the ,ffect of proportional ithe atural

frequencies of the structure. W, Note that tht- matrices containing " and con are diagoa.l,
This property has the effect of uncoupling each eqution from the others. I.ter in this
Section. a normalized forcing function known as the participation factor will be introduc-
ed that permits the responfw at each mode to be estimated by using the uncoupled equations
of motion in normal coordinates.

:'@'"8



Returning to equation (2.2 1) we consider a system whose normal mode frequencies and
dmigproperties are known. This equation describes n single-degree-of-freedom systems

whose responses, combine linearly to describe the behavior of the total system.

The response of the system at each normal mode frequenc~y can be discussed in termis
of the angular frequency and the damping. The angular frequency ,the nth normal mode
is derioted by wn. At that frequen~cy, the effect of damping in the system is described by

,where ' is the non-dimensional damping ratio. If a s.ngle-degee-of-freedorn system
characterized by wn and tn is excited by a unit impulse function S(t), the response of the
system is commonly designated by h(t), the unit impulse response function.

From h(t), another widely used property of dynami(; systems, the complex frequency
response 11(w), can be defined as

Th omof thle integral in equation (2.22) indicates the frequency response function is the
Fourer ranfor oftheimpulse response function, hk(t). The complex frequency response

function for a single degree of freedom system in non-dimensional form is

H-(w) - (2.23)

+ 2

For typical aerospce structures, equation (2.23) desribes the system at each of the
it normal mode freqelwes of the distributed structure.

$Another property of the vibrating structural specivien is tile dxPlanic mcd*usap
assumed by the structh.re at a normnal mode frequency. IFor tOe present, paticl mode shapes
will be represented by chatucteristic Weanictis thSsimplification will Clarify the.
acoustic field/structural respuws coupling that is of primary intcrest here; Fo-xample.
consider it panel with simply supportid edges. and kntgth k1- 1he nortaalizcd snode shape
along tile zx-dineasion of thle panel, as x varies from 0 to ~,may thuni bc represeted by

4 x sill.24)

A where

(n~l23.,.)(.5

lthe. term k1 rcproiienf! the wavelengthm of the structural respotise miode. 'Nte that for nu I,
the mode shape function is a simple hallf-sine wave, with inaxiniuin deflc:tori at tile

center of the pamiet. For n--2, a full sintewavc mo~de ship results.
Thec expressions fo~r pressure distribution developed in Section 2.1 can now becumi-

bined with the mode shape functions to yield 3 paraincter known as lte Participition factor.
1% defined for one dim eiisonal con linuous systein by

1X +X() (,2
If

9



The two-dimensional case, which includes panels, is a logical extension of equation (2.26).
Since both thle pressure distribution and thle mode shape are separable functions of x and y,
the participation ractor for paniels call like~wise be represented by a product of the participa-
tion factors inl the x and y directions.

rx,y ='x I'y -7

The participation factor is a measure of zhe extent to which each mol1e shape P.
participates in the response of thle structure to a given pressure distribution, p(x). It is the
mecan value of~the product of the structu~al mode shape and thle pressure distribution along
the structure. When the structural inode shape and the pressure distribution have thle same
phase relationship, strong coulplinlg exists bet wec.1 the acoustic field and thle structure, and

4signifiCant structural1 response will result. To illustrate thle val ie of the participatin factor
in estimating thle structural responso, equiation (2.2 1 "'t" 1)e 'ewrittren with tile excitation
e-xpressed inl termis of the participation factor for the rtll mode as

Thle soluitionl to equation~ (". "S) Call be st Imd inl te~rms of~ the PrviolY-kVelopk:%d
complex freqviene response (kinction il(w). I-or a1 s;imple harn~i-lic eitatioll at "juercy

Wo., the nonrmalied resPOwse ill 111V f mode isk e by

il111k r Stlft, WhOic dcrmcd Inl A1111cii A. i%. readiy textvmii t? any peridic ruwctivo
that call hix zejratvd intit. jphrnonm compoiwm- thrtth .3, Foomr weriv analY14~ At
dacti of tile ttlharflonlici Of( tile fulclofl frictuency. Ow ~tmi~hcoe

The C!,p~S~ ( de st~iet;re il nd -by makiing, tile trjmforwImtst illm rinma

F-or frad m c mnctions. lil C xcitationl ai"; pmJ Ilfi st 1W tf'fll will t xlr!C
ill I'is of powvc - cctrtl drotmt.- filtv% IlOn\ fth cxl.itatr~ni cao hc trtrewrited b, So . i

mnatr~ cot.~ il de auto- and C i r vmttl dcftwltr' of tile eCN6ation ill normal

coinTbcll'i With the coinp-N r4i.pnwe frrqpcn-iv 4Ii x _adeftiA eartit. thc re-

where (S 1% thr mnatrix of power ipectral di nmty fl~ntitn.1% for the norvulzdm rC4Vpon_

Intrsof t0 -ticpai~fcire~~ajn ("31) t% rrwrittmn a

partiipaiiml qu10



where the P terms are the participation factors for te Ph2 ;h modes. Spp is the auto-
power spectral density of the excitation pressure at somec arbitrary point in the oustic
field.

For struc-tural panels, the dissipation is usuiatly low, and the equations relating the
response to thec excitation can be simplified, as discussed in Appendix A. InI equation
(2.33), the oft-diagonal tenins may be neglected, yielding

S I 1 c)j S (2.34)

t This result shows that the response in normal coordinates is reducedl to a function of

the participation factors and thec f-requency response functions. Th'le response may be stated
in termis of the original coordinate system by mawking the transformation front normal
coordinates.

(Swl 141 IS11 14d 2.5

('ont inuingl with the pairticipation factor concept, we can now show how the pressure
d~tribuuions and mode shapt- -.re rvlated to produce significant excitation on, a test. 'pCi-
men. As an example. the prvssuwre distribution it a pr~e~icwav, ,ectiou with perfectly
anechoic termination Yienl InI eqaon11l Q. Ncglecting thel tintwvarying comnentI
anl rewnrtang equation 1. we Q cxplrvvs) the spatial dlistribution of the presure by

Po) os +I3'i 123ti

kktitin 2:tnisfo a ysiten with $1 coznlef;~ ms ShokXvnf In f-ifurr 1. The1- adition ofa
constant to Ovhe dastaw+c vtnutlc v in tliw equa3tion; \koutl ca: the Preue dvlo istjribugitn

tO ~ cmrsptndinl- hiftesi along dfir 5 av.ts. tiuatio 'J6)b i derived in Appendix A,

'ru mqai c2.24)1. we can t now ~ect a mode 4 1ape whic.h we wish to CS.Mtuttc
-rfoe it coup11lng with thw Thlowve reslre dwftit'uwnt. If we. k1 ' I. the piarticipation factor

for flits omiNoanjc of mctedostbuhon OUnd moeshps cvAleJ cs

XI

and

3766

11 tbrcnttkf and I aie iiwA- to dceteNI real att. Iimaginary coonIent'.. tol acei i-t
fo0r (lie imnagmarty mx'rator in tile p.,) Cx.ttCvssn The coilponclit5 ate ccnilehmw ik) giwe

the abolute val~ie of the1 magiiue of thec p iticapation (acttr for the pwogtrstve w3w.
wtiofl With perfectly anechoic termination. -

I'W 2.8



Participation f~actors f'or other terminations, where the pressure distribution is represented
by a single real trigonometric f'unct'on,. are found in a similar manner. Only a real value for
r will result, as in equation ( 2.37a1 ). For a progressive wave section with a rigid terminaltioni,
the pressure distribution takes (flie formn

where the exact loca tionI 4 the dit rihidioxt i~ Xthin an enlctoSure can be shifted by adding a
constant to the x vartuble. [hle participato fato for n1=1 mode niow becomies

1r ._irxIcos -- sil dx (,0
0

It Is intcrcsting Lo comnpare fihe proizressive wave test section with a niormal incidence
test section. InI nornial incidence tecsting, the acoustic wave' :ravel in a direction perpendic ular
to thle test specJimen surface, and the excita1tion pressure: '-ire esse'itially uniform across the
specimens At low values of waveletib1 ratio, where the structural responise wavelength is
mnuch les s than the acoustic vxiat; avelength, the pressures are also uniform along the
specimen. Undrtecniino o wavele:.;gth ratiot, a c:onsideration of' (the sp-chnien
response would Show no(, diffe rence between the progrse wavc test seciKadtenrl

incidenice arrantgemlentE.

The partiJpation faictor provides s;,)fitihgh into theC c:Okpilsng bekt wsen die potetlly,11
large number of, :oiiiblh nat i of %truct oral rno des, .111ad excifttion(eml na .I tibove
expwssaons for P., the term X re~cev ~ .'eettit' oft asr,-r n>
kaIted t o t het ttiotntf\ 4 tfie '!riwturc acci"1rdimt t t~atilon C.25 NI), on the Other han11d,
Is thie wvele",Ingth asotociitedl with thle e\xcIiallort pr"Sure* frqun S, as dte ril nnc front 11he
u-sual rvhatosi be twee wavelnag ti e~ it rpgtomidfrqec

16241

We can nlomw MITI a ness plnemteAt. ta A'nh .IIL.ahW, sc i

In.wav lngth ratio x. an *2V~tJn 42Ibe rUt\tf aAr c'l , vl~f

f,.- g iw ~ m siil'.-.c anodes that l r a~r n'mVa.lqe of( ii.the 11rC icg! I~P (ac Nor I' can
e ahlwfttd .1 th wwentt ratio in alVto var is1 i~~ A$ (.it tfsf cuu' c,, for

the 111%craio fatra"Iiet n rn lt n -i3 ;(r pt gyci -a-, RM qteum sit

toy fAcilitte ,sd~ .titn of c'ntp !nents I hec tn.rsha&c component off participatin fac.vtr ha%
.. ~ 1k4 rnjuui hwfr theC fit1 4tnieturll molr tp )1: vt \1wvlcwf rio of oe Tits

rC14cwnts the as whcrr thle wvlntsof the rxitatin krwci mald hlrger th

Uthe stnietral mrctwc w iectag C, that the ktnxctur" qypp;n to he CeCi tI tLw a pc
wn- 14rtntiilm thA a6 Unifor a acts, r the tructureTh high-r ordler modes ha~

sm.J0. 111mAximum \'4jse If pamrf'np.uann faet.l; Iical t a i.iClIltth tmitto (if1titl. TheC qn adrdt' c
C-omponenlt A P,101paar faCtt alwaysj%' has6 avnmum value at .4 waj elcngth rano of.
Otte, and a uw of zero ;4! a svlcghrato of zr.It ik sig1ifI.CAnt tiiat Oie part vetpi

lion factoar becomes- Vets- VImal for svvintfat ho- greater than i\t At largecr wavelenrth
rat~os acoistic cner.beome very ieffic cnt x; I r'.as or pfr,'cirtiii Ini a
nmturai spim-1en. InI 1IguV 4. the toa)Il par-tecpatinl Iactor ha. be-i plotted, according

to equationat 3)
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The above discussions have considered only those structural modes in the x direction,
the direction of the pressure distribution. In a progressive wave test section, the pressure is
essentially uniform in the y direction (perpendicular to the wave propagation). Therefore,
if we consider the structural modes in the y directiun, the participation factor will be zero
for all the odd-number modes. This result is plotted in Figure 4, where the participation
factor has been calculated from an expression similar to equation (2.26) except that the
variable has been replaced by y, With uniform pressure distribution in the y direction, p(y)
becomes a constant, and the points shown in Figure 4 result from integrating the simple
trigonometric mode shapes. As in the case for participation factors in the x direction, it is
apparent that the acoustic-structural coupling is very poor at all wavelength ratics except
ratios near unity.

As examples of how the wavelength ratio and participation factor concepts carl be
used to estimate structural response, two types of structural configurations - beams and
plates - will be considered here. This discussion will assume that the excitation frequency
coincides with the structural resonance frequency, again recognizing that the acceptance
of energy by structural members occurs principally at resonances. For rectangular cross-
section beams, the bending frequencies are determined from

h (2.43)

where h and R are the thickness and length of the beam, respectively, and ai is a constant
determined by the end conditions of the beam and the order of the mode being considered.
For many commonly used engineering materials, the E/p ratio does not change widely, and
a value of 1.02 x 108 (inches) was used here. The expression for the resonant frequency of
the structure may then be written as

'h*T*= ai - (2.44)

to show the desired dependence-on thickness and length only. If we now constrain the
fr.,equency of the excitation pressure, fp, to be equal to the structural resonance, and solve
for the wavelength of the pressure from equation (2;41), we obtain

c 2 (2,45)
Xpc/fP- ai h/2 a i h

Finally, using the expression for structural response wavelength as given in equation (2.25)
4, for the first resonant mode of the beam (n=1), the wavelength ratio is determined as

;r/XP -h/Q (2.46)

; }:.15
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-where the new constant, a!', includes the effect of boundary conditions, mode number,
speed of sound and physical pioperties of the beam material. The valusof wavelength ratio
for three end conditions for beams, as a function of h/i, are plottd in Figure 5. These.
curves, then, become the first step in estimating the response of a beam to an acoustic ex-
citation. From the h/P ratio and end conditions of the beam, the wavelength ratio is
determined direct.ly from the curve. The wavelength ratio is used to enter a curve of
participation factor for the type of acoustic field being considered,as for example, Figure
3. The relative magnitude of the participation factor gives an indication of the effectiveness
of a given test method for inducing response in a structure.

Square panel structures have been treated in a manner similar to the beam analysis,
and the results are plotted in Figure 6. Three edge conditions are considered for panels:
fixed, simply supported, and free. As in the case of the beams, results are shown only for
the first mode resonances. For panels, however, it is important to show how the wavelength
ratio changes with higher-order modes. The curves in Figures 7, 8, and 9 are plots of nor-
malized wavelength ratios for square plates. Values of mode-number in the x-direction are
used as the abscissa, while mcde-numbers in the y direction are shown as constant lines on
the plot. The structural response wavlength in the x direction (direction of acoustic propa-
gation)-has been used in the numerator of the wavelength ratio expression. Each wavelength
ratio is normalized relative to the wavelength ratio for the first mode,

.Xrx/Xp

Xrx/XP (X p)m- 1 (2.47)

Examination of Figures 7, 8, and 9, along with a plot of the participation factor for
the type of acoustic enclosure used on a particular test, provides some insight into the coup-
ling that might be expected between a specimen and anacoustic field.

2.3 TEMPERATURE EFFECTS ON ACOUSTIC FIELDS

Experiments were conducted to determine the effect- of thermal energy on the
acoustic field. The experimental apparatus (described in more detail in Section 4, Figure
26) consisted of a rectangular cross-section test enclosure with a bank of 16 quartz lamps,
each rated at 1600 watts, heating a 15-inch-square panel. Tests were conducted at panel
temperatures ranging from I 500 F to 475°F. Measurements were made to determine the
power required to hold the panel center temperature at various levels, both in still air and
with an air flow over the heated panel. The results are plotted in Figure 10, wherec the air
mass flow is shown per unit cross-section area of the enclosure. The increase in electrical
power generates heat that is-lost through several mechanisms - the test panel, the surround-
ing support structure, the lamp-bank reflector, aul the air in the test section. If it is assumed
that all of the increase in electrical power is converted into an increase in the gas stagnation
temperature, then the increase in gas temoerature can be computed from the power in-
crease, mass flow; and specific heat from7

A W
AT= -(2.48)

MC p
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FIGURE 5
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FIGURE 6
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FIGURE 7
NORMALIZED WAVE LENGTH RATIO
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FIGURE 8
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FIGURE 9
NORMALIZED WAVE LENGTH RATIO
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FIGURE 10
POWER REQUIREMENTS
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The increase in power at a panel temperature of 475' was approximately 2600 watts.
This power increase, combined with a mass flow for the gas of 2.5 pounds per second,
corresponds to an increase of 40 F in the gas temperature. This small change in gas temper-
ature was verified by the experimental work, where no increase in gas temperature was
observed. Since the increase in gas temperature can be considered negligible, corresponding
changes in gas properties (speed of sound and density) can also be neglected. This Conclusion
is further verified by comparing the transfer functions for the pressuze data in Figures I I and
12. These curves represent transfer functions between two microphones at two temperature

k conditions. One microphone was located in the thermal field near the center of the. panel,
and its output is normalized with respect to a reference microphone located at the input to
the- tost section, but outside of the thermal field.

The effect of a signifficit increase in gas temperature on the acoustic ftelds would be
to increase c, the velocity of sounJ, and lJecrease p0 . the equilibrium density of the gas.
These changes would invalidate the basic % ve equations, which arv derived of the basis of
the equilibrium density And velocity of propagation being uniform throughout the medium,
Introduction of spatial variations in c and 00 would requitc the derivation of a new set of

wav eqatins.Asa practical matter, however, the air flows that jre nally Associated
with conventional acoustic noise sources, such as air-strewn mlodulators,a~r , sufficient to
keep ilie air at a near-ambient temperature. C'onsequently, the effect of air tetnP,:-ture
changes on the acoustic ficlds can bt neglected lit elevated temperature sonic fatigue U.Ns.

2-4 TEST ThrCiiNlQUE-S. COUlC 1(iNVi RONMIENTSIMULATIONj
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FIGURE 11
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FIGURE 12
TRANSFER FUNCTION
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TABLE 1
WAVELENGTH RATIO

-Mode~ Nujmbw in y Dire~ction

I 1.0 0.073 2.5 0.1825 o 0~

2 1.3 0 2.0) 0,146 0233

as L. 0,124 22 0 low 30 01
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it will now be assumed that the panel il1 be installed in the wall of a progressive wave
test sectio. vith perfectly anechoic termination. The total prrticipation factor will be the
product of ae participation factors in the x and y directions, Fxrv, according to equation
(2.27). The x and y participation factors can be taken from the cui-ves in Figure 4. The

- values of participation factor are tabulated in Table 2 for the same variation in mode numbers.

An inspection of the values of Pxry in Table 2 shows that the first mode (n=m= I) is
the most strongly excited mode. The excitation of the next strongest mode (n=l, m=3) is
only 30% of the first mode, and the other modes are even less responsive.

Use of the wavelength ratio parameter also permits us to compare the progiessive wave
test section section with a normal incidence test arrangen..-it. We recall that the uirst mode

ratio was 0.073 for the progressive Wave setup, giving a participation factor 0.20. For normad
incidence testing, the pressure across the specimen would be uniform, corresponding to a
X that approaches infinity, and a corresponding wavelength rtio of zero. The zero wave-
length ratio for normal incidence testing gives essentially the same participation factor as .
that for the progressive wave section.

A similar argument can be rtiade for testing this pan l iir a lal-ge reverberation chamber.

In this case, we must first determine if the-acoustic field apr 'ars t be d.irectionil or diffuse-
in the frequency range of the 1,i mode of the panel specimen. The first mode frequency I
-an be computed from the -first mode wavelength ratio and, the .ane length

Equation (2.49) yields a first mode fr.'quency of-405)1z -for the panel. If we now agsume
that the panel is lightiy damped, and let . 0.01 for this modewe. can enter Figure 2 and
see tita room volume c f. pproximately 600,000 Vt3 would be required i 'order to obtain a
truly diffuse acoustic field at the first medt resonance. From equation (2.1 6), w se-that
a room volume of 80,000 ft3 would be reqiired to have even a single mode excited within -

the bandwidth of the structural resonance. The acostic field for such a room would be
considered purely directional at the.first mode resonance, and ie same participatioa factor
computtd for the progressive wave section would apply. . .

This example indicates thMt the choice of grazing or normal incidence field may not
have much significance from a consideration of the response indum-ed in the test specimen.
Encl6surei have perfectly anechoic terminations will result in both sine and cosine terms.:
in the pressure distribution, and will consequently have a higher probability of exciting
structural modes.

27
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TABLE 2
PARTICIPATION FACTORS

.~ m- Mode number in y direction

r x,, y rx I "I r x

1. 0,44 0.44 0.20 0.44 0 0 0.44 0.15 0.06

-2 0.03 -0.44 . 0 0.03 0 0 .0.13 0.1-5 0.02

0.13 0.44j -.5 01 0 0.08 0.15 j 0.01
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7. 1 SECTION 3

THERMAL ENVIRONMENT SIMULATION
Laboratory simulation of the thermal environment is an importani aspect <," 'nic

fatigue testing at elevated temperatures. The usual problems of temperature srnu,.. ion are
compounded by the requirement that the thermal source apparitus be apable of surviving
in the high intensity acoustic sound field. This section describes'a procedure for calculating
the ttniperaturei distribtin in a heated p-inel. A discusso fmtd fripeetn
heat sources for sonic fatiguie testing is then presented.

3.1 THERMAL FIELD STUDIES

Predicti-on of the iemperature -distribution in a hieated sonic fatigue sperimen is based
primarily on the intensity of the heat source and the thermodynlamic properties of--the test-

* i. specimen. A secondary consideration i!! the effect of air flo 'w as~cfated with---he acoustic
noms sources in a given experimental arrangement. Thie latter effect wHi be neglocted While
the procfdure for predicting temperatures ffom.a radiant heat source is discusse.'The analy-
sis is described for a simpl6 panel, but can be modified to account for such conditio-.ns as
nonuniform heat flux, variable edge teinperatuies, and configurations that represent~more
complex aerospa-ce panels-

The analyticai model used is shown in Figure 13. Th e panel' was considered to be
symmetrical about a center-line parallel to the direction of air flow, with the i andj
directions as shown. Square elements, with sides equal'to A\x, were chos'enfor simplicity

in calculation. The intersections of-the grid linos were the points at which the temperature

At ayintersection (i, j) a heat balance may be written. The algebraic sum of the cont-
* duction from each .of the four neighboring intersections, plus the heat generated (absorbed)*

rnwA be equal to zero in the steady state. Thu heat generated from absorbed radiation is
expressed as

* where F is the absorbs-d radiant heat flux in BTU per second per unit area. Actual values of
F that may be used in a given experimental situation will be discussed in Section.3,2.

Thfe conduction from a neighboring intersection may be written

qc~ond.kAxlz i-j 13.(3.2)

AX

k ~~n~ Az (Ti Ti, j) 7  
. (3.3)

where qcond is the heat conducted from ~thie(i-.* I ,j) intersection to the (ij ) intersection.
Similar expressions are written for the three remaining intersections, and these are com-
bined with equation (3. 1) to yield the heat balance equation

k Az IT.1, j+ Ti,j+ I + Ti+ , j+ T, j - 4Ti, +1 ±FGx)2  (3.4)

Solving for Ti, j yields

* . . .29
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Equation (3.5) must be eval!'ted for each intersection point on the gid. An iterative
technique is used, in which an initial temperature distribution is assuried. A "new" tern-
perature is calculated for each point using the "old" temperature for the neighboring
points in the calculation. Each "new" temperature then becomes the-"old "' temperature Z
for the next series of calculations, and this procedure is repeated as the difference between
the "new" and "old" temperature becomes vanishingly small. When this difference is less
than some specified value, the calculation is considered complete.

The analysis must also account for the radiation into and away from the test specimen.
A given test setup will include an array of quartz lamp radiant heaters backed up by reflectors
on as many sides as possible, consistent with the air flow requirements of the acoustic noise
sources. To enhance the radiant heat transfer efficiency of the setup, the larn.array-and
reflectors would be placed close to the test panel.

The thermal model for the radiative heat transfer problem considers the lamp

reflectors to be cooled, high reflectivity, diffuse reflecting surfaces. The specimen panel
"sees" above itself a diffuse reflection of itself; i.e.; another panel with approximately

= the same emissivity and surface temperature. The equation expressing the net radiant power
transferred out of the-(i, j) intersection in such a configuration is written

qout(i, j) FF a (x) 2  i, j -- T) (3.6)

The emissivity factor, Fe, for the case of a small area A, of emissivity eI surrounded
by a larger area A2 of emissivity e2 can be expressed as

I
F e- -lie1  + { 1 (3.7)

When A2 is much greater then A1 , which is the case for the assumed model, it is noted
that

Al
!e-*el as - -+0 (3.8)

A2

Similarly, for this geometry, the view factor Fa (ratio of the solid angle subtended by
A2 from A1 to the solid angle of hemispherical space) approaches 1 .0 as A1 /A2 approaches
zero. Tr is the effective reradiative temperature produced by the diffuse reflector reflecting
the specimen panel radiation. The reradiatve temperature is considered to be spatially uni-
form, and equal to a fourth power average of the specimen plate temperature, as follows,

4 MNTr= x X -E(Ti, j)4 (3.9).
M i=o j= 0

where M and Nare the number of interior grid lines an the panel in the iand j directions,

respectively.

Equating the heat balance equation (equation (3.4)) to the radiant exchange (equa-
tion (3.6)) yields

kAz [T, j + Ti j+lI + Ti tjl + Ti+l j - 4 Ti, jl1 +F(Ax)2
oct(.++~2 (T 7 T4)+ +  (.0ae (A) I "O
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Rearranging the terms yields

F(&X)2
_

T~.i,-'- ~kAz

a (Ax) 2  4 4

which is the basic equation to be solved for Ti The presence of the fourth power terms
complicates the solution, and so a linearization scheme has been applied to the equation.
At the same time, an algorithm is used which prevents the iterative solution from diverg-
ing. In linearizing the fourth order term, the "old" temperatures are assigned the value

A1  A- j+l'I, .,etc., while the "new" temperature remains T, j. Using this nomen-
claiure,[I l4 is written as

4 3 4

Then, using this result in equation (3.1 1), the basic equation becomes

F(Ax)2

l , j + Ai,j+l +Ai+,j + Ai,j -4 T, kAz
(3.13)

_ el (Ax) 2  3e I3A . 0 _(Ax)2 T0

* As a further simplification, two new constants aredefined,

F(Ax) 2

K (3.14)
kAz

and

Gel (4x)2

Finally, solving for T1 , yields

(316

Thlis equation, thea, is olved in exactly: the samte mannier as equation- (3.5) for the
conduction case only. A comnputer programn for the temperature distribution, as i
ed in equation (3.16), is presenti.d in Appendix B.

3.2 VU SIGN OF HEAT SOU RCES

Quartz lamp banks and their associated reflectors were used as heat sources in this
study effort. While quartz lamps have been widely used in standard laboratory Conditions
fov a number of years, the introduction of these lamp banks into a high intensity acoustic
environment has brought new problems. Io, the following paragraphs, the overall consideta-
tions for a larnp bank design willtuist be considered. Then, some details of the lap ntala
tion wil be discussed.
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3.2.1 Reflector Design Considerations -

The purpose of a quartz lamp bank/reflector assembly is to convert electrical energy
into thermal energy that is absorbed on a test specimen. The efficiency with which this.
objective is reached is a measure of the success of a given design. A number of high quiality
quartz lamp banks are available commercially. The specified performance of these lamp
banks can be used in equation (3.14) as part of aie heater design for sonic fatugue test-
ing. The basic parameter for this purpose is the radiated heat flux from the lamp bank.
For a representative lamp bank, 75 watts per inch 2 (approximately 10 BTU pot ft2-second)
can be conservatively obtained at the face of the lamp bank. This output is fdr each lamp,
in the bank, based onl a lamp spacing of 1 inch between centers, and electrical power of
100 watts per inch applied to the lamps& This example represents an electrical-to-thermal
power conversion efficiency of 75%. Higher flux densitires may be obtained by a com-
bination of closer lamp spacing and higher powerapidt the lamps, with a orresod

pe ir g decrease in the useful life and reliability of the lamp bank.

TD- actual value of heat flux absorbed by the s.;cinien depends on a- number of
factors, such as the distance of the lamp bank from the specimen, the absorptivity of the.
specimen, and losses from the specimen. Therefore, the value for F used in equationa

-x (3.14) should be lower than the nominal heat flux that a lamipbank can generate. A
bright, highly polished specimen, for examiple, generally absorbs loss radiant heat energy
than a dull, darkened specimen. Likewise, a panel with insulation onl the side awvay from
the radiant heater could be raised to a specified temperature: with toss appliud heat than
a similar uninsulated- panel. These factors can be controlPed to. a large oxtenlt in .soiie

fatigue tests. th-
As stated-previously, tbacoustic environment introduces now problems in the use,

of quartz lamip banks Existing conitrcial equipmenit is &esgned tobeud n~blt
conditions. Therefore, a special quartz lamnp reeitor was designed -for.%Ase in the p ,Qm
study. The reflector is conventional in several respects. First. a Sheet of 0. 10-inch-thick.
Copp"er use-d as the bamic reflector. Thec reflector was drilled to PerMit ittllation of--
s sWotee T3CL qu., tz licAtama la lp 1pain of10Ic .. 0se ame Standard 16-

-- ich long, 1600wi qat lms ---

{ ~~A unique. foature 6f' the rcilector assalibly is thle 1cietv ufceIsl.Ms
reflectors are designed with a specular finish.. lwThe rcktor fo, this t, l eer aIdesigned to provide; sta dffuso --inc, -while retainuing A high degree or' reflectivity- Thereforo,.-
the Wid of the refl "ctor flaciag- the quartl lamps was surfaim'd wVith a jlallt of finle Cemery
Paper, onto which a very tin layero gold had bee aumdp.ic.Tereutn w

-c fla hd the desired diffusion properti e, coinbilied with i areflectvity of upproximately, 951A.

Another departare fromil cnventlowa releto digwa eitrucinof-a-
ing Into the reftor to reduce its respooso to the ucoustic. field. A rigid pilae (I A)-lnch

laye& of RTV 655 Silicone Rublwr between tho retetor and the back-up plute. Althotgh
RTV 655 breaks down at tenitveraftrs a bove SO 0 F, th aeiW sntpritdt
reamch that temperature Is this intuqtiaon. Thec relatively low temperature maitinied in OWe
R1. V 05S resulted froyi a coibittation or' the low tOiial t1aiminison of the spwial I
fleetive- surface and the cooliog effect of the water circulated through the cOpper coils on1

t;t 0e back of the reflector. The damping effect Provided by the'R-TV 655 teue - epos
of the main reflector to an wptabt leveI throughoot the Vih teculpmrtu acoustic tests
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The thermodynamic performance of the lamp bank/reflector assembly was evaluated
in a sonic fatigue test installation. The total electrical power required to heat the test panel
to a given center temperature was recorded wfith no air flow, and then-with an air flow
representative of a sonic fatigue test. Since commonly used acoustic noise sources modulate
a stream of compressed air, some air flow can be anticipated in elevated temperature sonic
fatigue tests. Figure 10 shows the electrical power required to maintain a given center
temperature on the test panel as the air flow is increased to a typical value for the Wyle
WAS-3000 noise source. The curve is given in units of air mass per second per unit cross
sectional area of the test enclosure. This data indicates that the additional power required
to maintain specimen temperature in the presence of air flow does niot exceed the capacity
of representative lamp bank.

i, .. dition to structural dynai.ic and thermodynamic influences on reflector design,
the effect of the reflector onl the ai;oustic field must be considered. Three types of acoustic
test arrangemfenits will be discussed: progressive wave, normal incidence, and large reverber-
ant enclosures. Thie last two -normal incidence and reverberant - call be considered at tile

sam tie, inc inboth arrangements a lamip bank reflector will effectively mask the test
specimen froni the acoustic excitation field. If the lamp batik is moved. away front the
specimen to permit the acoustic field to feach the specimen, a corresponding reduction in
heat flux density is experienced. Thiis method might prove satisfactory in cases where a
relatively low percent of the available encrgy from a lipnkineddtbrgth

specimen ~ ~ ~ ~ ~ ~ .1 t)ts oprt~t lentvl iigt be possiible to heat the test specimen

from the side away front the aQsifiltnhece fti Panels with no0 stiffeners.
this technique should c.ause. no problem; PFor, Al wai structural members onl its back.

fac, hatig fomthe back. (oul4 ret i hot tilte s.tnictual iiwcmhersA hie
the specimen panel itse.lf would not receive, uniforin htwingt. The st-ructural member cou0jld
be insulated from lthe itini ytnt euetehtso btt woul not alloviate
the non ,uniforti heatmll of' thle spei.melin palwnd

I or the progressv wave'test. ~& tio c la. mp balik it s fir kss Vffct on) the acoulstic
fied. The- lamip banik can be oriiented so that only the edge or the refleo -prets tsel

to the~~ustc: fild. flth i nss of tlhe panel is snall conipared to the cjrossi-se iit diale-

sion of the enciotaire, rvxulting in viftaytitdl ndAitortton at th. a1COUstic field! Ulile it is
pO~ble to Wet uip stnndmn A wves .betwieo tine rdltor and thie test speiwt 01w 44,101t-

cies at. Uhich stnigwavt-4 wol pvi end onth -spacing betwecen -the reflecte

would SUPPOIt A31dinig wave"' Mt 2WO H." adI(k W,~ rIT' petvoy 11wc-s rr~jiuv ate'
above. the ranige ii which funmlittental struictural mrmV nesiortai l cr.Une thesw
conditionis, thle effec t Of tlw tnpr banks ont the acows,:ic. field. in a ogrssive wavc. testI

setin.cn e he

NoniaI installations of qruttl 1tnipls inl rceiors do not consider the dystnic
muotioni of I-ie refletor. ]hie high inientity acouslic noise evrollment1 how -~r cause

u~ne motio1 of therelketor, Ccwci io 11hC.1dghly-dainlyed reflevtor &4scribed above, A seris
of experitneflts -Aas conducted to determine tme ability of quarti lattips to v~thstalld ilyntU11
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Inone test, P n unpowered quartz lamp was instrumented with strain gages to detect
bending strain in the quartz envelope of the lamp. The lamp was then freely suspended in
frwnt of an acoustic noise source, and subjected to increasing sound pressure levels up to

4 161 dB. The strain in ihe quartz envelope was recorded at several sound pressure levtls, as
-plotted in Figure 14. Extrapolation of this data indicates that the quartz lamps will sustain
acoustically-induced loads at sound pressure levels in excess of 170 dE.

" , Ths conclusion was substantiated by conductitlg vibration tests on a quartz lamp. For
the vibration testing, the euds of the lamp were rigidly bonded to a vibration fixture, permit-
ling excitation to be applied through thle ends of the-lamp. The lamp was excited at input
levels up to 30 g's at the first bending mode frequenzy of the lamp, with, no failure of the
envelope. Failure of a filament occurred at 21 g's, at which level the stress in the quartz
envelope was ,pproimaly 3600 psi, which is half of the nominal ultimate strength of

the quartz material. The vibration testing was considt,red to be a far more severe test of
the lamp than the acoustic teting, sin(,e no filanent gMlures were experienced during

I acoustic testing. In addition to the filament failure, the quartz lamp showed signs of
g "tching" inside th lamp as af result of motion of the rilament support discs during

both iibration andacoustic lesting,

ar ps wre also subjctd to testing .elWated temperatures One lalmp, which
'i • had exporienced etching as a result of earl'er acoustic tests, was taken to full rated power

without f4ilure, indicating that the etching had no effect on lamp performance. Another
ua 14l.10a nao was operated at half ratd power and subjected to si usoidal vibrationi tests.

1' 1 le Vibration input was applied at the first bendi frequen of1 V "anp, at leveup
- to 42 gs. No. thilures occurred during this tet-.

• 1 .e tsL "descried abovindikatc that. dlrect.excitation -of the.quartz Limps by. the
al:tik= eld can be-ntglect.t rTi olervattoutis razabl from a consideratk of the
s :" . : ; ize ofthe la4mps ( C3/8 nl o . teliv o th acousic wav-oonlhs a-er than 1
foot) at the lamjp iesonavs. At thew wiivleugths,4th pr, ssare gradient acrioi the l.pis afg4be peor signik tlum"p tki excito
h.t 0; 11w or: dhn a lmp by- thereecbSnC. Aibrational

:i:;.::!!'i :-:.-.i.:!:i;" 3i . destign d-scribed in Neaii-' 34.1 reduced the vibration inrt~t eetor" . "

.-Sn ibrationi -stiI npresent On the t tlec for, how ver,-andis transmathte-to the lamps
i:.:~.. " '  :through the.lampholde~Ts~. c ir, the latupholder iditalation itself was hwesigatcd
Ui 311 41Wt3 M , otcill (Iltwt~l.

'TI. odghud qtartOA tAm itnstallations u1sed in thw expetimental par of'thi study werte .
' -. made with stanlaninlt l-i 40 liniphtsders, as shm lvi Fgure 1$. An excvWe an-

'ber it Mp Ih~ihfaitswasexperienCIAd with. tiiistallation when the hIgh itln#sity acouskt"
.. ise- nvironmuen exceeded 160 d. O: pit" inant tye, of failure was a frwaueof'

., " x hequnrtz OnvAlpc tit dieOn he sal. an ar til (te eivelope vakes a traitio i Wiol -a
"h"" dula s r,'ts~rl~ont rit a.Thu tab;: t is ttigh this tab tOa tholead wire is brought out.
Anotheorty; ical failuft node wai fatiguing of the sttided lead Wirejut .outsido1' nV,-
Iojt t oth o thst e types of filurt Itlt fmt motioi of he laqp.ends withii. the.
ceraic hWeh , siice. the tmys fit froeqy.in the holdenin a iorial insllation.

. .3S



FIGURE 14
STRAIN RESPONSE OF QUARTZ I-AMP (ACOUSTIC EXCITATION)
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FIGURE 15
LT-100 LAMP HOLDER

Quartz Lamp
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Modifications to the normal lamp installa tion in the LT- 100 holders were tried on
several test runs. One modification was to use self-locking outs on the lanipholder, to
prevenL the holder from becoming loose onl the reflector. Another chang!e was to pack
asbestos cloth or fiberglass cloth around the lamp end seals to reduce motion of thle lamps
within thme holders. Th t~iv'ca tions, were su'- essftvl in redwing tlie fr~-_ -cy zff lm1
failures. The cloth materials, however, could not be reliably retained In the holders during

* high intensity acoustic testing. These modifications also tended to change the predominanit
mode of lamp failure to a failure within the quartz envelope.

A different type of lampholder was evaluated onl somne lamps. This holder, manufac-
tured by Research Incorporated, is ide ntified as the RI 8325-I holder. It consists of a
metal slip that securely clamps the flat end of the quartz lamp, as shown. in Figure 16.
IlTe 8325-1 holder was evalukxted in its "as-supplied"s condition, -as wvell as with asbeslos
or fiberglass cloth wrapped around the endseals. Some failures were still experienced with

the 8325-I holder; Thie addition of the asbestos or fiberglass cloth on. the endseals did not
* improve the failure rate wvith the 8325-1 holder. In general, it is concluded that the 8325-I

holder, retained by the self-locking nut*, and without any cloth wrapping on -the endseals,
provided the lowest lamp failurc rate. This lamp mounting method, conlbined with a high-
Iy damped reflector, is considered to be the best of the heater arrangements ev-41luatcd
in this study.

Frher Qxped tio in tehius for holding thie la npss still needvd. Omw

approach that might be pursued'would be to Illechinically uncouple, the lampholders
from the reftector, This could be achievtxd with vibration isotators that would isolute,
the lamips in tiw frequency range, Whoe r fimettt and C41 peres10ce exist.
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FIGURE 18
RI 832541 AMP HOLDER
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SECTION 4

SPECIMEN MOUNTING EFFECTS

Specimen mounting is one of the most important considerations in combined thermal!
acoustic environment testing. Even when the acoustic and thermal environments are accurate-
y controlled, improper boundary simulation can lead to incorrect loads in the test Npecimen.

The specimen mounting restrains one or ino:e of the degrees of freedom at t points of
attac mitnt, and thereby significantly affects the specimen response.

In the following section, particular attention will be paid to panel structures. This is
done for ease of analysis and experiment, however, the methods developed here may b,
extended to the analysis of more complicated structures. It will also be shown that in many
case specimen response to a combined thermal/acoustic forcing function may be determin-
ed from the superposition of responses to the individual forcing functions. Where super-
position is valid, the boundary conditions in the combined environment may also be tretted

A Sk s'parately.

Requirements for a combimd thertnallacousltic test generally fall in one of two cate-
goris. First ,t may be reqouired to est a specimen to a prescribed tsponse level. Seond.
an mriro;incent (s,:rvice or modeled) may bev specified. In either c;7se, ptrediction of the
may;,itude and ustribut ion of sp.cimen strets is esstntial to proper boundary desigu and
...itt~tflfl t itltot location,

I is the pvurpose o this work to -xani' .|ihe lcts os specimen mounmtig on panel
state oi st-s in . c.mbined envtntmwent loth analytical a nd •xpcrimvontai echnique s
arc tiCkua.i and nformaton jon fre anlti fi ;ed p Vanc is presented. Following the state-
.mlictd of the. go.s.rr'ing utatlons, rct-.., to thernoM and dynahic environments will be

dic sse csjarmt ly. COwwlcr;;t onl of xpcc-P wci n nout it in mn the comblned Vinvirnnmenc
will then be ded along Whith r(tinmtui;uons, for etending tile method devdopod

4,1 GOVERNING 1\,)UATIONS

Teanalysis of thw g-enerl thmadyame tress problem Canl Ix acixontpi-ishct by
ohtamn.g (tic soll to the eleven govasning cvtattons. 'thew. eqtiatio~t w te od iv

-w¢;1 s ";r fie"Oltn

* t'lrtlnolnl, thr Cquatio -of motion. id thc cn rcigy eq slaiion, and the ,COn.stiutive cqua ti mm

winch -atc prweented ii Appcndix CP a, lsai.ons ((;'I (C,). (3). anid iC0). respectivey

For pUrposes of lat mnaly-ti and I.nralzatioil it will te o n -eltieint to tr1e the
gos-crnmg ctjuatsnn in dimVcnlondcss forx . lThe) Iulbowig 4141stituton will be made

ab (Fi
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* I As explained in Appendix C, the assumption of negligible thermal rates due to me-
chaaiea! motion and negligible srain rates due to temperature changes leads to the quasi-
static thermoeiastic theory. Under the above assumptions we find that the temperature
distributior in a body can be calculated from the Poisson equation for a steady state sys- I
tern. Letting 4 represent the heat generated pdr unit volume per~unit time internal.y in
the body, the total heat flow to a specimen including net absorbed radiation and con-
vectve losses m.n- ')e treated as the amount of heat flow required (1) to produce a given
temperature distribution. The temperature is then computed subject to the given bound-
a!-y conditions. For the case of the thin panels considered here, the 6. -'tem -assumed
to be zero. Thus the Poisson equation can be written as

2 a _I ag +b ) a T =-q (4,2)
b/ b 42

The analysis of the state of stress for a panel subjected to a temperature distribution
calculated from equation 4.2 requires the solution of the equilibrium and compatibility
equations. With the usual assumptions of sma&1l deflections of a linea,, elastic material,
two methods may be employ(;u to reduce the required number of partial differential
equations to one. The two functions which may be employed are the Airy's stress
function (biharmonic) and the strain (or displacement) potential function (harmonic). 8

For the case of plane :tress the state of stress in terms of the stress function is specified by

xxxx + 2 3Xxyy + ayyyy aE(axxT + ayyT) (4.3a)

0xx =yy ' 
0yy = xx ' xy - xy 4 (4.3b)

The state of stress in terms of the strain potential for plane stress is given in dimension-
less form by

" 2

-aF +()2 - =( (I + v)a (T'J+TB) +C (4Aa)

It is assumed, in equation (4.4a) that V2 ;P and T are differentiable functions of x and y. The
strain potential and stress relations are then given by

b aeg- aR IRR , ep9  bagY '  p -2R (4.4b)

and

Elv2  [ag 4 +v a~p 4'- (1i-v)aTI' 4.a

-- b - (- (1-v2 ) aSbE a
_ _'. -1_, [_ +  V ba a3 y 0 -- 01 +V),aT1 (4.5a)

_ E

4xY ( a '9 0 (4.5c)

It can be shown, by applying the substitutions indicated in equation (4.1) to (4.3a), that
equation (4.3a) is the Lapacian of equation (4.4a). For ease of numerical solution in the
present disc,'ssion solutions will be obLained using the strain potential.
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The in-plane fowces on a'panel may now be.determined by substitution 'of equati6ns
(4.5) in'o the relatini -"

, C C

N = F 3 N ayy N U 3z (4.6)

The dynamic plate equation (equation C2 i) may be written in dimensionless form as
Vk W 2 4

b - 0
ba b yy 2CJ2

t _ ~/a\ 2, - ! [ ay ,-a - - (i+V,) <r a- ' (4.7)

(1 +v)"a' a2 _ 12(1 _ 2 )pa 4  -

2 ('( R _gE 0 cl

where the 4 values are known from equation (4.4a).

On the basis of the preceding equations, (4.1) through (4.7), the solutions to the
thermal and dynamic stress problems may be determined for a given dynamic forcing

*function and damping value. Due to the complexity of the problem numerical, "Itions
to the thermal stress problem were obtained principally for free and fixed boundary condi-
tions on a square, steel plate. Experimental solutions were obtained for a boundary condition

4 between free and fixed. A determination of the effect of in-plane forces on the resonant
frequencies of a panel was obtained experimentally. Methods for extending this information
to other boundary conditions, shapes, and materials are presented in sections 4.2 through 4.4.

4.2 THERMAL FIFFECTS

The governing equation used in the study of thermal stress in panels is equation (4.4).
Since this equation is derived by the integration of two equilibrium equations an arbitrary
constant is included. If the potential and its dei ivatives are taken to be zero at infinity the
constant is zero. There are, however, classes of practical problems which can be solved con-
veniently by choosing a refereince for the potential function at a point in space other than
infinity. In these cases it will be necessary to retain and evaluate the constant of integration,
C, in equation (4.4).

Evaluation of the *onstant, C, requires the evaluation of the expression
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at some point x., y.. To do this equations (4.4b) are substituted into equation (4.4a) and
valuated at x., y.

(I +P)aT C (4.9)

The following discussion will be limited to square free and fixed panels MI a constant
boundary temperature. It will be shown later that equation (4.8) may be applied to more
general problems but snme additional calculation mnay be required. For the fixed panel it is
known that at the comners cx c 0 and the temperature is TB. Substituting these
values into equation (4.9) yields

C= -0lct)TB (4.10)

For tefe anlE and e are both equal to aTB at the corner and the temperature is
TB. Equation (4.9) then becomes

C (I -)aTB (4.11)

The second part of the boundary value problem requires the evaluation of ~iat the
boundaries. The general form of 4'(R, 3i) is

(4.12)

For the free panel we have the requirement that the shear stresses, ano thus the shear strains,
are zero at the boundaries (equation (4.4b)).

~I 0 (4.13)

Substituting equation (4.12) into the above expression and evaluating this at the boundaries
=1I and 1Y1 1 we have the condition

which gives

ff 3 () =0, f'4 (V) =0 (4.14b)

thus

At the boundary the nornnal stresses must be zero. In terms of the potential function equa-
tions (4.5) become

- ~-(I' (+P) aT ( 0 (4.15a)
b i~xI1 b " 11X11

b a l"~Iy~ +V a 3 ' -- (I v) aT(R, 1) 0 (4.15b)
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."- .: Substituting equation (4.14c) into the above we have

a a

fl (1) +v b f"12(Y (1l+P) aT (1,Y (4.16a)

a b
f, 2 (l) +v - f"I (R)= (l+v)cT (R, 1) (4.16b)

b a

Solving equation (4.16) for fl and 2 at the boundaries we have for the constant boundary
temperature case

fb a(l±v) f",()) (4.17a)i :-. l =[  T(,I) 2v- ]R +C I R+ C 2  (41a

[b(+v) 1 "(1) 2 (4.17b)
[2a T(l ' ) - 2 jY +C 3 '+C 4

where fI" (1), f2 "(I ), C1 , and C3 are unknown constants to be evaluated from the
boundary conditions for the known temperature distributions. C2 and C4 are arbitrary
since the potential is only known to within a constant. Solving equation (4.17) for the case
of a square panel with a constant boundary temperature, TB, we have upon substitution of
the second derivatives into equation (4.15)

f"1 (1) f" 2 (1) (1-.v)ozTB (4.18)

Applying the condition of zero rigid body motion we have C1  C3  0 in equations (4 17).
Thus the potential is

,P (x,) =B ( 2 +, 2 ) +C2,+C 4  (4.19)
1B B

Since (R, Y) can only be known to within an arbitrary. constant we can assign a value
to a point. In this case we will assign a zero value to the midpoint on a boundary. This
results in a value of -aTB/ 2 for (C4 + C2).

For the fixed panel the boundary conditions are that the displacements at the bound-
ary are zero.

aR i1 0 (4.20)

Applying these conditions to equation (4.12) we have

f' + )+f 3 () f4 (1) = 0 (4.21 a)

f'2 (y)
+ f3 (1 )f' 4 (Y) 

= 0 (4.21b)

Integrating and combining like functions results in
Sfl ( R) + f4 (1) f3 ( R) - C1 =0 " 5 (R)= C1  (4.22a)

f2 (Y)+f 3 () f4 ()- C2  0 'f 6 ()= C2  (4.22b)
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where f5 (R)= fI (R)+ f4 (1) f3 (x)and similarly for f6 (p)" Since C1 and C2 are arbitrary
constants they can be given zero value yielding

lB (4.23)

For the free and fixed square panel with constant boundary temperature we can now deter-
mine a function 4 which satisfies equation (4.4a) and the boundary conditions given by
equations (4.10) and (4.23) or (4.11 ) and (4.19). From potential theory, it can be shown
that with 4' know:n on the boundary, the function obtained undet-the above conditions
is the unique solution.9 There are several methods for the solution of equatioi (4.4a). For
simple temperature distributions and classical boundary conditions, closed form analytical
solutions are available. For general temperature distributions and various boundary condi-
tions two other methods of solution seem preferable. One method is the numerical analysis
of equation (4.4a). The other method consists of a combination of experimental, numerical,
and statistical techniques.

Three techniques may be employed in the numerical analysis of equation (4.4a):
numerical integration, finite elements, or finite differences. In the present study the finite
difference technique was employed due to its compatibility with the low storage time shar-
ing computers and the existence of several applicable algorithms for the solution of elliptic
equations by finite differences. As shown in the literature, 1 0 the solution to the finite dif-
ference representation of the second order, elliptic equation converges uniquely to the
solution of the partial differential equation. The finite difference solution is the super-
position of the homogeneous and particular solutions. A description of the computer
programs used in solving this equation by the finite difference technique is given in
Appendix D. Once the program has been developed solutions may be obtained quickly
and economically; however, each case requires an individual solution. It is often desirable
to have an indication of the variation of the stress for a range of independent parameters.
In this case a few computer and experimental solutions may be combined with any of
several statistical techniques to yield design curves giving a reasonable approximation to
the actual stress response. 11

The form of T for the nonhomogeneuus portion of equation (4.4a) will be taken as

T (-,"y)= Ai + A2 W I + A3 I 21 + A4 IR31 + A5 1Z4

. I<9<RI(4.24a)

T( ) A, + A2 1Y1 + A3 I21 + A4 ' 31 + AS I.4 1

This form of temperature distribution is symmetric with respect to the x and y axes and
has a constant boundary temperature. Forming the dimensionless temperature ratio T
equation (4.24a) becomes

T (R,) = A2 ( R -1.) + A3 ( R2 --I.) + A4 ( 1l3 - ) + A5 (R14- 1")
-1. < R <1. - JR[< < 1X (4.25)

where A2  A2 /AI, A3 = A3 /AI, etc. A similar expression for equation (4.24b) can be
written. The normalized center temperature is then

Tc -A 2 - A3 - A4 - A5  (4.26)
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Since stress is the response parameter of interest we would like to find a = (R, Y, T). Mak-
ing the substitutions indicated in equation (4.1) in the expression for stress (equation (4.5))

- Iwe define a dimension-less response- parameter as
ba _

U_ -aRR i+'Vb -1
x E -IET- (1 + , T (4.27)

1-i

with similar expressions for B Since ik depends on the coefficients of the non-homogeneous
portion of equation (4.4a) and .the boundary conditions, equation (4.27) can be written in
parametric form as

= (Ai , v, boundary) (4.28)

Particular attention will be paid to the center stress parameter, aC, as a function of for
a/b = 1.0, u = 0.27, for free and fixed boundaries.

The initial intent of this study was to apply the statistical technique known as Latin
Squares to determine the relation between U and T. 12, 13 However, a few solutions to the
thermal stress problem indicated that for the above type of symmetric temperature distri-
butions and boundary conditions, aC varies linearly with each coefficient, A.. In this case
the use of a tool as powerful as Latin Squares is not required. For problems where the
functional relationships are more complicated the Latin Squares technique should be
employed. The value of UC for a temperature distribution which is a function of more
than one coefficient is found by the superposition of the solutions to the various single
coefficient problems. Computer solutions of aC for various values for free and fixed
panels are presented in Tables 3 and 4, respectively. The values and locations of the
maximum stresses are also presented. For each c: se where the temperature distribution
was purely linear, quadratic, cubic, or qu. !rtic a least sauares polynomial fit of OC vs A,
was performed. In each case the form of the polynondal was Uc = CA. + Di, FoF the case
of a fixed plate the Ci are all 0.626 and the Di are -1 .0. For the free plate, C1 =-0.372
and Di = 0. As noted in equation (4.26), To= El- so each plot for T having only one
non-zero coefficient is also a plot of C  s T.The C vs.T curvt for both the free and
fixed panel are presented in Figure 17. It should be noted that for T 0 the constant
temperature case, there is zero stress in the free panci and UC '" it / -.V for tle fixed
panel. Wiien = 1.0, TB = ambient, the panel responds as a fixed panel regardless of
physical bounuary conditions and UC is (I -t)/2. Cases i1 and ,2, Table 4, for the
fixed panel and cases 14 through 16, Table 3 for the free panel verify that applying T
2 >- Ai and the equations for Vvs T yields the sme 6value as the sclution of-4uation

.: (4.5).

The results of the analytical studies shown in Tables 3 and 4 inditted that for temperar
turedistributions of quadratic and higher order the maximum stress is not in the center
Temperature and stress distributions for the fix 4 and free panels for first through tfurth
order temperature distributions are presented in Figures 18 through 25, The shape of the
stress distribution shown for the higher order distiibutions was also observed in the ex-
perimental investigations.

In addition to the analytical studies a thermal test was conducted ona I 5-inch-square,
stainless steel panel. Thete: t setups used for the simnulated free and fixed boundary tests are
shown in Figures 26 and 27, respectively. Heat was applied to the panel by the quartz latup
and reflector arrangement shown in the figures.
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FIGURE 17
THERMAL STRESS REPONSE
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* I FIGURE 18
- I THERMAL STRESS DISTRIBUTION
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FIGURE 19
THERMAL STRESS DISTRIBUTION

FIXED BOUNDARY CONDITION
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FIGURE 20
THERIMAL STRESS DISTRIBUTION

FIXED BOUNDARY CONDITION
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FIGURE 21
THERMAL STRESS DISTRIBUTION

FIXED BOUNDARY CONDITION
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FIGURL 22

THERMAL STRESS DISTRIBUTION
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FIUR.21

THERMAL STRESS DISTRIB3UTION
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FIGURE 24
THERMAL STRESS DISTRIBUTION

FREE-FREE BOUNDARY CONDITION
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FIGURE 25
THERMAL STRESS DISTRIBUITION
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FIGUME 26
TEST SET UP FOR FR EE PANE L
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FIGURE 27
TEST SET UP FOR FIXED PANEL
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Temperature and strain data were obtained at several points on the fixed-edge testpanel.
A least squares polynomial fit was performed on the centerline temperatures and the coeffi-..
cients were normalized to obtain the Ai values described in equation (4.26). The TC value
calculated in this manner is compared with TC obtained as (TC - TB)/TC using an average
boundary temperature. The results are summarized in Table 5. During the initial low tempera-
ture thermal tests the stress data for the experimental panel was consistent with the theoretical
values shown in Figure 17. During the highI temperature tests the experimental boundary was
substantially less stiff than a fixed condition as shown by the fact that the strain at the
boundary was approximately aTB/2. The boundary strain for a fixed panel would be zero
while the boundary strain for a free panel would be uTB. A least squares analysis of

vs Tc for the high temperature tests on the experimental panel is presented in Table 6.
The results of this analysis are shown in Figure 28.

The techniques used in this section for determining the stress distribution due to thermal
effects can be powerful tools in analyzing actual laboratory cases. As shown previously, for
simple experithental cases, a good estimate of the actual stress experienced by the test panel
can be obtained by utilizing normalized polynomial temperature distributions. A few experi-
mental cases may then be run to determine ac vs TC For variable boundary temperatures
and difficult boundary conditions equations (4.4a) and (4.9) must be solved for C and
4boundary, respectively and these values used in the computer programs shown in Appendix
D. If, however, the boundary can be assumed to be close to one of the conditions studied here,
Figure 28 may be used to give an approximate center stress. Tables 3 and 4 also give an indi-
cation of how maximum stress varies with increased order of temperature distribution.

To verify the accuracy of the technique described in this section a comparison was
made between the closed form solution of the rectangular plate problem (shown in Figure
29 and described in reference 14) and the solution obtained by the finite difference solution
of the strain potential equation. The plate in this case is free to expand in the y direction.
The boundaries at x = + b/2 are placed in the "free" condition by the application of a stress
in the x direction of 2aETo/3, according to Timoshenko.

At the corners we have the conditions

= a. 2aT/3 4.29)_ - O~~xx 2Eo3 yy = 0. ,Tcorner =: 0. 4.9

Solving equations (4.5a) and (4.5b) for exx and e yy and substituting into (4.9) the constant,
C, is found to be 2(1 -v)aT0 /3. We assume ~'to be of ther form given in equation (4.12).
The values at the boundary then become

¢,x=b~l + f 2 . (Y) + f' t,4 (y )  (4.30a)

a= fl Wx + f2_-_ r3 (x) (4.30b

The boundary conditions are

Oxx = 2 a ETo/3, ayy 0 (4.31)

at

b a
,,x ,,y + 2
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TABLE 5

< j EXPERIMENTAL EVALUATION OFT

Axi TBA ~

J670 0I 03A2 0~ j~
X8$ 7 18 u~322 0.354

x IF 36 0.053 -03

I 6~ 0 247 0.360 0 4 -041

x 220 1436 t! 4M1 (0.488 0.28 -0.370

-V42 - 716 0.4- j .461) ---U.383
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TABLE 6

EXPERIMENTAL THERMAL STRESS DATA ANALYSIS

L E A S T -S Q U A P E S P 0 L Y N e t I A L S

NUMBER OF PO!NTS = 7
MIEAN VALUE F X = .513571 x T
MEAN VALUE OF Y = -.3642F6
STD ERPR OF Y = 3.4125SE-C2 y.

POLYFIT OF D1Gr.EE I INDEX OF DETEt- 8.41584

' ""TERM "COEFFI CI E-N

0 -- 357031
I -1.41-6tL-02

X-ACTUAL Y-ACTWAL Y-GALC L, I FF PCT-DInF

.354000 -,340000 .36.2032 2031 6E-02 - ,
. .394000 -.401000. -.362597 -3. t4C34E-.CP "e.:-912

.40600.0 -.301000 -.362766 6o1 7661E-02 -170P64

.453000 -.4390000 -.363430 -2.65699E-02 7.210[8
0,600C.0 -.3p3000 -.363529 -1.947102-02 5.35612
.528000 -.370000 -.364490 -S.51047E>.0i 1.51IR3

1 .365000 -. 371157 6.1570?Z-03 * -1,65899

STE ERR0R Z ESTIMATE. FOP Y 3.72253E-02
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FIGURE 28
THERMAL STRESS RESPONSE
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FIGURE 29
RECTANGULAR PLATE MODEL

CLOSED FORM - FINITE DIFFE~RENCE COMPARISON
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Substitution of equations (4.30) and (4.31) into (4. 5a) and (4.5b) will allow solution for
the functions f I) f2, f3, and f4to within a constant. Applying the requirement that the
values of 01 given by equationi (4.30a) and (4.30b) be the same at the corners allows
evaluation of the arbitrary constants, The values of ' it the boundaries are then given by

48 12
(I xO T b 2 yz P0 0 02

48a 12

y + - 3 12(4.32b)

Solution of equations (4,4) through (4.5) subject to the constant in (4.4) being
2 (1 -v)azT,/3 was accomplished by use of the computer programs presented in Appendix
D. Table 7 lists the results of this analYsis compared to the closed form solution,

Uoxz 3 aET0 -aETok ~)a = (433

In this ease To was taken as 5387.9oF, thus for a steel panel a ETO becomes 1 .00 x 10.
The error in the values of c are obviously due to truncation of the dcimal, vtalues Of
improper fractions. The error in u yis due to the method of computing strain which re-

...... .... solts in taking the difference of large numbers. The accuracy, if required, can be improved
by using double precision arithmetic, increasing the number of iterations in tbe potential
program, and using a finer mnesh in the finite difference routinle.

Substituting the closed form solution (4.33) into equations (4.5a) and (4.5b) and
solving for strain we find that the stim of the strains minus (I +0) 0T t any point in the
plate is 2(0 .- )aT 13. This is dhe constant of integration evaluated from equation (4.9)
and the boundary conditions at the corners.

For commonly encountered boundary conditions and materials it is rconnndod
that the techniques developed previously be used with at statistical method iuc'i as Utin
Squares to extend the desgn information. presented hecre.. For details on the st o( LUtin

Sqars tho roader is referred to references I1I and 1 3. It i~s sugested wht a four level
U, tin Square plan be used' to determine Z'an Mxas a function orf1, a/b. and bound-
ary stiffness, The variation of 6 with the parameter P need niot be considered since it is

apoimately the sarne. for most engineering materials and El I -.P1 is Contiained 41 the
p aramot u'r ZY, Thec boundary stiffness may be deteruined either tvalitatively or quantita ively.
Th1e stiffiness used in the analysis miust be tion-dimensioitalized to an appropriate value. An
example of' a four level Latin Square design for determining a- its a fuiction of b~undary.
T, and a ;b is shown in Figure 30. This analysis requires 42 o 6 experiments as compared
to 43 or 64 experiments for a conventional analysis of' variance.

TIe values of 61,0 ' ii 1 are obtaiiiwd froin Figure 28. P,,,, values of Ut
64 , "A, 034, 'ind 544 m'ay he obtained by utsing computer programs presented in 'Apicndix

1I). Thec remaining di miay be determined by experiment or numeriMa solution as. described
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TABLE 7
COMPARISON OF FINITE DIFFERENCE-CLOSED FORM

SOLUTIONS FOR A RECTANGULAR PLATE
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* in references 11 a 3. The partial responses tic f(TM, C f (KT), aC f f(alb), and the
total response ac f ( KT, a/b) can be determined from statistical techniques. If it is de-
sired to find N-ax as a function of T, kT, and a/b the formi of T may be another independ-
ent parameter in Avich case a Greco-Latin Square would be used. This would require 43 or
64 experim.-ts instead of -75o for the conventionial analy,.s of variance.

The results of the .above analysis would provide the design curves necessary for thi,
selection of boundary stiffness to induce the proper stress level. For at givett '-:,.ary an
estimate of the center and maximum stress for at given temperature distribution could also
be obtained from the design Curves.

4.3 DYNAMIC EFFECTS

The solutionI of the dynamic stress problem requires the solution of the following

2(l 2)

2t] I-) c

2 '. G -~~ (4-14 C

Thusr for knowvn nmterial pR~peris the c s cari be kictermini wvhen fiele ton .

111C first stcp i1 obllng h(tic dletion, w-, Ictre, tile 'svlutioll of (he du icplatc
e"jkiton 04.7. 'Ili valucis of Nx, N VN- NIO 3. g i-cli by eiialonsA.$ andi 0'(1. If 1i\
evidentt that the thermal st rcxs votll'rl mutbes l prior to i(Oing tll( ctinb-mcd.dyattjc atd Ithenitial 1 roblcftis. Frol eqton 14.) ithe I. ter-that ;iffet tQ d.1111p
ed mklc ,bap e for freer vibrattow., arc tbounidarNy ConditOns, a-b, ac te i.nd tpdt t.)s4p (-) Ti t cara etri tMW almer.t Iv seo Ow c: -nrm. lIn jtiwr-al t,:

ntko-n mwu in fact may he ;o~e' s~ I (it) vmbont %xfwAble which is ,, functiono -

Olipc. 1-11,111 forecr. 1boindary odtos g~coln10,iC and mtra rprc.I
will tic C)ctlweirlt to mluitiplv y it slmeD Sio nis par-ni et :mming' W, hbo I I 1 -I;,

ilds., 'gl: A' -Ii aj 'Dwh termin -btIrAcket d- 1 bC 01SUIV40 a5 thle !11tu1r,-1
(rv-qen -v of thc paticl at amlik-tt temwperatur diaidcd bi chn t. lius we write this

meioks tarnter , t, ambjeni. 111C vaw 4f C2 for yarlouis bouiwat~

For icro in-plan .1cc isl3 trqec iie bo tq ti C 19 a T1d fat I I I,:o
ing ciirsmeload wi I% 4cr wsd to) zcro m~ t,1e fr c-ritical buc,,hni load. Since q
lion (4,7) irs a honlagenleous. equation "he prevaou.siy emiploNe C-3 m fisi Jifferen1CC 1VOI hnnqu-
yields only the tiwialt onon w 0 however, a number counie prilgr"Ar." are Aal-
able in the indu*.try for computing (tcn and w for valous -:rncluza-l ni% 1--s Moki of these.
prograrn- require- only the gcomectrN and maierial ptoperhcies as input. A lumped parawne 'erM,.,si and tiuesmalri\ i-s then gpenated using t-cnc ue-s suha theit: I lmn
technique. Pic v'aic, of w arc the-n obtained as, the ci~cnve-cvors and t.,0 as the engenvalucs
of the dynannic mnatszx by onc of weveral mnmrical tcnqes



The main problem with this type of solution is accounting for the thermal loads.
Equation (C20), Appendix C, rewritten in the form Mattx,+Kxf=O becomes

c~
g a + ~D[a w+2 3 ~~ +a ~~wj -[N ,~ a +N% w 0Pg tt L + X Dyy 0xx"x xx XYxyw-+Nyy yy "

i: 4.35) J

From this it is apparent that the expression in braces is a stiffness term. Thus it would be
neces.ary to modify finite element programs such as the McDonnell Douglas Automation

Company dynamic analysis program to provide for a reduction of the terms in the stiffness
matrix! a matrix determined from t1 Its involving Ni a.- w. It may also be possible
to use a modified form of the current. " pular NASTRAN program.1 7

Although the above modified programs would provide a solution to tau dynamic
equation including in-plane loads, it would -,ill be necessary to use a large number of -, -

elements to obtain reasonable accuracy.1 8 , .'i the experimental 15 inch square panel, if
elements are taken every inch (fairly large increments) the stiffness and mass matricies are
15 x 15 for only one degree of freedom. The size of iie matrix is increased by 15 per side

* for each addition, degree of freedom. It is obvious that the storage limitations and cost

soon become limiting factors. Single runs of the above mentioned programs, not modified
to include thermal loading, may cost several hundred dollat3 .

Th,. cost invclved in the numerical solution and the lack of closed form solutions for
equation (4.7) indicates that either experimental solutions or combined experimental. and
numerical sofutions should be employed. Mapping mode shapes in the combined thermal/
acoustic environment can be an expensive and time-consuming process, thereby making

Wexperimental determination of w difficult. One possible, low cost method of obtaining de-

sign curves f .i2/C2n 2  t vs the independent parameters is to experimentallvn . ambient
determine the ,ailues of w for various high temperature cases. In some cases,
s-ch as simply supported polygonil plates with constant in-plane forces, the mode shape
is independt.nt of the magnitude of the in-plane load. Thus a computer solution or experi-
mental mode mapping is not necessary. In cases where the mode shape is not known from
the literature it may be necessary to perform a g,-ound vibration test to determine the
modal response. Normalized mode shapes can then be computed from the measured data
and the mass matrix. Equations (A4) and (AS) relate the normalized mode shapes and the
natural frequencies to the mass and stiffness matricies. It is these matricies which must be
known for the elevated temperatuie case. The generaiized mass and stiffness matricies are
then given by

-I
tM] [=4]T [cD] (4.36a)
[KI = [11[1 T -t1 ["-O 2 (1[]- 1 2 (4.36b)

It should be noted here that two important assumptions have been made; first, it is assum-

ed that the method of excitation and measurement does not effect the normal modes;
second, the damping must be small so that the me-1 e shape computed from th,; measured
data is the same as the ,ndamped normal mode. It is recommended that measured modes
be checked for orthcgonality to test the accuracy of the above assumptions.
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Once the system characteristics have been determined either by one of the finite
element computer programs or the experimental methods described above the deflection
can be determined for a given forcing function and damping value by the methods present-
ed in section 2.2. This section presents methods for determining the deflections which must
be substituted into equations (4.34) to obtain stress in terms of the coupling between the
structure and the given acoustic field.

In the present experimental study a plte with both free and fixed boundary condi-
tions was subjected to acoustic loads at ambient temperature a;nd at a nominal 450 F plate

19center temperature. The experimental test setups for the free and fixed panis are the
same as those for the static thermal tests (Figures 26 and 27). Mathematical models used
in the ambient temperature mrodal analysis for the free and fixed panels are shown in
Figure 31. The mode shapes and natural frequencies from the analysis and experiment
at ambient temperature are presented.in Figure 32 for the fixed and free panel. The
experimental frequencies shown are the resuits of vibration excitation since some modes
could not be excited acoustically and mode mapping was not convenient in the acoustic
environment. However, these results give an indication of the quality of the dynamic
boundary conditions. Frequency shifts during acoustic testing from ambient to 450°F
center temperature are shown in Figures 33 and 34 for the free panel and Figures 35 and
36 for the fixed panel. Table 8 summarizes the frequency changes and the percentage
frequency shifts. As shown in the table the average reduction in natural frequencies was
3.4% for the free panel and 9.4% for the fixed panel. A reduction of 5 '% in Young's
Modulus due to temperature would account for a 2.2% reduction in natural frequency.
Thus a 1.2% and 7.2% decrease in frequency in the free and fixed panels can be attributed
to the effect of in-plane forces.

4.4 THERMAL/ACOUSTIC MOUNTING

7The preceding sections hove shown how thermal stresses and dynamic stresses can be
analytically evaluated in a sonic fatigue test specimen. The importance of the support

. .. . . .... structure for combined thermal/acou:*1ic loading is apparent from the governing equa-
tions. In designing a mounting for testing panels in the combined environment, one
must consider both the thermal conditions at the boundary of the panel, and the
mechanical restraint imposed on the edges of the panel. Tht!remainder of this section
will discuss specimen mounting designs, starting with the thermal aspect of the
problem. After the method for controlling the boundary temperature has been
established, one may proceed to the design of a mechanical boundary that will produce
the desired thermally-induced in-plane loads. Finally, attention may be directed to the
design of panel edge restraints that will result in the proper panel frequencic. and mode
shapes.

The first part of the boundary synthesis problem is the design of the thermal boundary.
The specification of boundary temperature and 4will determine the temperature distribu-
tion. Maintaining the proper boundary temperature may be as important as the physical
stiffness of the boundary. As described in section 4.2, even a free panel with boundaries
maintained at ambient temperature will have the same thermal stress as a fixed panel.
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FIGURE 31
FREE-PANEL COMFIGURATION FOR ANALYTICAL STUDIES

j FIXED PANEL CONFIGUR1ATION FOR ANALYTICAL STUDIES

z

XJ I
Fixed Panel

Simpl Support
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FIGURE 32
FIXED PANEL MODAL CHARACTERISTICS
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FIGURE 33
ACCELERATION RESPONSE
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FIGURE 34
ACCELERATION RESPONSE
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FIGURE 35
ACCELERATION RESPONSE
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~ I FIGURE 36
ACCELERATION RESPONSE
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TABLE 8

CHA NGE IN NATURAL FREQUENCY OF PANEL DUE TO THERM~AL EFFECTS

Free Panel Fixed Panel

Ambient 46S00F Percent Ambient 4600 r Percent
Frequency (Hz) Frequency (1-12 Change Frequency (Hzj Frequency (Hz) Change

190 190 0 550 490 10.9

390. 360- 7.7 1100 1000 9.1

960 950 401600 1500.

1600 1550 3.1 1800 1600 11.1

1900 1800 U.{ Av.erage -3. j 9.4
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There are several methods available for controlling boundary temperatures. A masive
fixture with good thermal conductivity will act as i heat sink which maintains ambient
boundary temperatures. This method of controlling boundary temperature is particularly
applicable when dynamically fixed boundaries are required to be maintained at ambient
temperature. Convective cooling or heating, where a gas or liquid is forced to flow over
the boundary, may also be used. This method requires a good analysis of the convective
heat transfer problem to determine proper flow rates, contact areas and fluid temperature.
Care must also be exercised in the attachment of hardware to control the fluid flow since
the in-plane and bending stiffness of the boundary may be affected. A third method of con-
trolling boundary temperature is electrical resistance heating of the boundary. In this case
the specimen must be electrically isolated from the boundary but have good thermal contact.
Several materials with these properties are available commercially, such as cupric oxide ce-
ments. In each case, boundary heating due to radiation from the specimen, lamp banks, and
reflectors must be accounted for or the boundary must be insulated against radiation from
these sources.

Once T(x, y) has been established with the boundary controlled at a constant tempera-
ture TB, the va'e of TC (Figure 37) may be computed, As shown in section 4.2, if small
gradients exist along the boundary, use of an average boundary temperature yields satisfac-
tory results. The next problem is to design a mounting such that the in-plane stiffness at
the boundaries produces the desired static stress. To examine the possible stresses which
may be developed in the panel we observe the stress limits shown in Figure 37. As mention-
ed in section 4.2, when the boundary temperature is ambient ( = 1.0), the center stress
is independent of the in-plane boundary loads. The value of the center stress for the ambient
boundary temperature case is given by -( 1 -v)/2. Thus for a given value of v, a plot such as
the one in F:'ure 37 can be constructed. The points on the UC axis have we range -1.0<
UC < 0. These points represent the possible in-plane boundary stiffnesses from infinite to
zero (ired to free). As shown in the figure for values of UC > - (1 -.P)/2 a gradient
(TC > 0) will increase the magnitude of the center stress. For values of VC < (1 -v),'2 :
gradient will result in a decrease of the center stress. As shown in Figures 18 through 25
the stress at points other than the center is a functionof the order of T(x, y). The curves
in these figures show two significant characteristics: the form ot the stress distribution is
independent of the boundaiy condition, and the magnitude of the stress at a point is
related to the stress at the same point in the free-boundary case by an additive constant.
This constant depends on the in-plane stiffness of the boundary.

Figure 37 can be used to design the mechanical boundary to produce a given thermal
stress in a panel. The value of UC as a function of TC for a given boundary is determined by
a straight line which lies between the lines VC ((I--P)/2)Tc and 1C  .0 + ((l+v)/2) TC.
Since each line must pass through the common point (be - (I v)2, TC = 1.0) the line for
a given mechanical boundary is completcly determined by the specification of UC at Tc 0.
The value UC at TC = 0 establishes the center stress for le constant temperature case. This
stress, however, is the stress at every point in the panel including the boundary. Thus, if
we are given VC = 05, a desi.-ed center stress of -0.48 aET(1-), and wish to design
a boundary which will produce this result, we proceed as follows: A line is drawn through
the points TC  0.5, -0.48, and TC = 1.0, ii - (l-v)/2. Th- point where
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FIGURE 37
STA; C BOUNDARY DESIGN
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this line intersects the T C 0 axis then found, la this casie the intercept has the value -~
--0.6. Substitution of o z a Boundary =-0.6 a ETCl(l --v) into the genmeralized Hooke's
law (equations 4.5) yields a vaye of 0.4 cc k for the strain at the boundary. Thus 60% of
the free boundary strain, ctTC, must ht- suppressed. To do this a load per unit length. P,
must be applied to each boundary where

C
2

Pfuadz= .6 aET(, C I( I--P) (.7
C
2

One nietliod of accomplishing this loading is to spring load tile -panel edgei. Kec~ptutL
the spring at amnbitent iernperatUre tile spring constant mtay be determined from. theluaod and
deflection. In this case thle detlections, u and v, for zero panlel rotation or trz-slation. ,

U. U1I0. Tile spring Constant per un~l length miust then be 0.Thcla(l 1v). Tbe Problenis
involved in (lesignine suIch Springs for comibincd environent ttsigwill be discu ,wd la1ter
in this section. If (lhe icnmperature distributions are not of the f'ohm disAce -sed in sect ion 4,2
it is suggested that the~ computer analysis described in that s~uwiloi be use-d to chck the
stress distribution for thle desigred boundary.

1 le problemi of tesigning a ichnaIbotrudary to control 0hw d navni res iow of
a PawlcI is not as Sitaightforward Is tile slatie case , Whie tile boundary pAobleml is on':. of
p9roducing a given hending sifexat thle boutdary. the dynamric Ro'i~dpnIit onl
thle inlplic thziriaitJoad ing, damlping, and coupliog with the acoustic ficld. Tht; oe Igler
has tile optionl of Controlling thle panel iountii. thec acoustic- field or bolh to produce
tht: desimed dyna.-mic ,strcss.

The bai ',Aoblt in direct boundiry 11ytitesk (ind iralysts) is Oh. d-1tersuilkjtion of
stres&ux it function Ojf miode shape -and fre quency. 'Ylw control of the zcous tic Field is
generally the e-a~r inethod of'producing a desired dyniamic stsr kve If th-cotstic
field is to ~e the controikd variabkr. a dynaiic bomidary say hie selected on thle batsis of
COnIVenieCC 3.1d caweof analysis.

In the present study. fixed and free hoiundaric.S werc designe. Thle ditof 11w fixe4d
boundary wa* based on thle inforimition prtesciied in Refercw 19. Tjit: frtee bundary w,,S
snaiulated by layinig ihe patnel oil herimal insulating nw~A vv-Thl low 4ainpiul and low
translational stiffness. Thei panel was kvpt fromn rotating or trltina a rig id tiedy by
the application of FR i-l' tape t) the flanel edges, 't! tapf; olit pr ert. the ludna
insulation from being disturbed by ffhe air flow froin tho cnsi ~r~ in Koth c'askers 41'

exprirnenti l boundaries resulte4 in frequenicies andi mrode shapes closely iitiproxinialains
the -analytical predictions.

Alnottier mountinig fechnique which provvd succ-ssful is tepl tO~ .~~rgr
straint (dynulmiic botindaries) after the test ipecivien is, it thle desired tetnperdliure. ibe
specill,6 ill this case is allowed to vxpand on roletv placed at dtisk 1 otindary. After ii
deired temperature is reached the edges mlay tie restra inted' b * iigt,4eming th e bot~na
p~icture framue type. iountins.'A mnounting of this typ~e is siown in ir3tne con-
trol over the dy-iamic response cw~t be acieved by uskqi ~riikdia~h etan
(amount of torqhue onl picture frarne bolts- to -twme thle dme xurlfre ~kfrhsie at the
high temperature i-ontlltion. The-cse froclucies weCuid be tued t pml)uzv. thle Aeoustic
coupling req~uired fotr the given stteks levelI.
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Although the design of specimen mountings has t -en approached as the superposition

of three independent boundary designs it is obvious that the three boundaries do interact.
In sone cases the interaction of the three boundary conditions can be used to the designers
advantage. For example if the boundary is to be at ambient te p,;rature and both the bend-
ing and in-plane stiffness is to be large, one massive mountiiu ixiure would satisfy all three
conditions. In other cases it is difficult to obtain certain combinations of the three bound-
ary conditions. It is, for example, difficult to obtain a statically fixed and dynamically free
boundary since physical methods of in-plane loading usually introduce some bending
stiffness. Two design considerations -hould be included In most combined environment
niountiags. First the static and dynamic boundaries should either be isolated from the
thermal environment or maintained at a constant, known temperature. Second, where
interant:,on between the static and dynamic boundaries is a problem, priority should be giv-
en to proper stati:. boundary simulation since the dynamic stress can ofte be controlled by
control of the acoustic field.
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SECTION 5

SONIC.; FATIGUE INSTRUMLNTATION AND MEASUREMENTS 4

Simulation of the thcrinal/acolsic enviroinent and proper mounting of the specimien
within this envirornment are predominant factors in elevated temperature sonic fatigue test-
ing. Measurement of the test conditions and monitoring the response of the tLe.st specimen
are matters of no less importance. Consequently. one phase of this program was to study
methods to measure the parameters of interest in combined environment tests. The study
consisted of determining the availability of instruments to make the various measurements,
and indicati;.g the advantages and limitations of different types of devices. The following
parts of this section discuss sonic fatigue environment and response measurements, and
methods for detecting sonic fatigue cracks.

5.1 SONIC FATIGUE MEASUREMENTS

Elevated temperature sonic fatigue !ests require a number of measurements. The most
basic parameter is the acoustic field itself. Of almost equal importance are the temperature
conditions and the response of the specimen undergoing test. Surveys of devices to make
these measurements were conductcd as part of this study program. The results of these
surveys are summarized below.
5.1.1 Acoustic Field Measurements

A number of good transducers are available to measure high intensity acoustic noise
fields. The transducers operate on a variety of principles, inluding piezoelec:ric, strain
gage, capacitive, inductive, magnetostrictive, and pressure-sensitive semi-conductors. Each t
of these devices has a metallic diaphragin upon which the acoustic pressure impinges, and
the resuliant force is converted into at lectrical signal through one of the above tprinciples.
In selecting a pressure transducer for a specific application, the user must recognize that
high sensitivity and wide frequency range will be difficult to obtain in a single instrument.
High sensitivity results from a low stiffness diaphragm, but low stiffness also contributes

JI to a low resonant frequency. Therefore, a trade-off between upper frequency range and
sensitivity must be made in all types of pressure transducers.

Piezoelectric and capacitive transducers are generally usable to temperatures in the
5001F range without external cooling. The change of sensitivity with temperature is

liably predicted in this temperature ramge, ;o the transducers can be used with
coo~ncence. Above 500 F, external cooling of' he transducer is generally required.
Some devices are being developed with materias that can sustain higher temperatures,
but the use of cooled transducers is more reliable at the present time.

Several methods of cooling pressuIr transducers are employed. The most common
imethod requires that a coolant fluid be circulated within the transducer to maintain the
sensing element at some specified temperature. Another scheme is to build the transducer
into a heat sink which is then cooled, Sonic transducers are inechanical, 'solated from
mechanical members that experience high temperatures, and are cooled by a flow of
air or some other gas between the transduter and the high temperature enviroi,, rnt. When
a cooled transducer is used, special attention should be given to the noise generated by the
cooling system. Likewise, the amplifier used with the pressure transducers must have a noise
level that is sufficiently low to permit measurement of the required acoustic levels.
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Another concept evaluated during this study was that of coupling the acoustic field to
a pressure transducer through a small tube. In the case of elevated temperature sonic fatigue
tests, this iuethod would permit the pressure transducer to be located away from the ele-
vated tempera.ture environment. A reliable room temperature transducer could then be used
to measure the high temperature acoustic field. Some cooling of the coupling tube might be
required, but this could be easily accomplished.

The limiting factor in the use of a coupling tube is the frequency response of the tube.
The behavior of the tube can be analyzed by considering the pressure transducer to be an
infinitely stiff termination of the tube, as shown in Figure 39. Such an arrangement is
similar to the closed-end tube discussed in Section 2.1. The pressure at any point x in the
tube (with the x=Q point taken as the "input" to the tube) is given by

- coskx (5.1)
sin k

Although equation (5. I ) neglects losses, it iO adequate +, show the limitations of the
coupling tube. The equation is readily evaluated at the termination and input points, x=0
and x=2 respectively. Finally, the gain of tme tune is found by taking the ratio of the pres-
sure at the transducer to the pressure at the input, yielding

p(o) 1(52)
p() cos k,

where
2ff (w

k -1- (5.3)X, c

At sufficiently small values of kQ, cos k 1 , and the transducer piessure is approxi-
mately equal to the input pressure. These conditions are only met, however, for freauencies
at which the tube length, R, is much smaller than the acoustic wavelength. The variation of
gain in the tub, is plotted in Figure 39 for two representative tube lengths. At frequencies
where kQ equals odd multiples of 900, equation (5.2) indicates that the ratio approaches
infinity. The losses in an actual tube, however, will always limit the pressure ratio to a
finite value. Even with some losses in the tube, it is apparent that the use of coupling
tubeq Rho'ild Ie limited to low frequenics. 1T"is restriction reduces the usefulness of
coupling tubes for sonic fatigue tests, since signals up to several kilohertz must ordinarily
be measured.

Calibration of pressure transducers for use on elevated temperature sonic fatigue tests
can be accomplished in several ways. The reciprocity technique yields the most accurate re-
sults, because it requires only the measurement of electrical quantities and distances. This
method can also be used at elevated temperatures, since the variation in the physical proper-
ties of air can be determined for elevated temperatures. Comparison calibratiors, using a
known "reference" transducer, are also suitable and widely used. A less common calibration
method is the use of a shock tube, in which a pressure step-function is applied to the trans-
ducer. For those transducers whose bandwidth extends down to zero frequency, a static
pressure calibration can be used to establish the transducer's sensitivity. Knowledge of the
transducer's resonant frequency and damping are then needed to extend the frequency
range of the calibration.
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FIGURE 39
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Measurement of the acoustic field in elevated temperature sonic fatigue tests can be ac-
complished with currently available transducers. At temperatures above 500 0F, transducers
with external cooling should be employed. Properly selected and controlled co,.'ing methods
will result in reliable acoustic field measurements throughout the temperature range of sonic

fatigue tests. As transducer manufacturers continue to develop materials that will sustain
higher temperatures, pressure transducers will become available that can be used, uncooled,

beyond the temperature limits of current instruments.

5.1.2 Sonic Fatigue Strain Measurements

A knowledge of the state of strain in a sonic fatigue test specimen is a basic factor in
evaluating test results. The measurement of such data is difficult in the combined high
temperature/acoustic environment because this environment imposes detrimental elevated
temperatures and dynamic acceleration loads un the strain gages. To determine the avail-
ability of strain gages for sonic fatigue applications, a survey was made of strain gages
currently on the market. Significant findings regarding the properties and applications of
strain gages are summarized below.

The use of strain gages at elevated temperatures is subject to errors from several
sources. As one example, the resistance of the strain gage material may change as a
function of temperature. In addition, there is usually a differel between the thermal
coefficients of expansion cf the strain gage material and the matt.. 1 which is being meas-
ured. The elastic moduli of the test material and the strain gage material are also subject
to change as a function of temperature. To account for errors from these and other factors,"
strain gages must be compensated for temperature variations, according to the speoifi- .
materials on which the gage is installed. An alternative to compensation is calihration af
the strain sensing system throughout the load and temperature range of intended usag,-

Several methods of temperature compensation may be einployed. A common method
employs a second strain gage (dummy gage) which is eXPosed to the same temperature
environment as the gage of interest (active gage) without-applying the actual strain condi-
tions to the dummy gage. The tebnperature,-dependent output of the dummy gage can thus
be used to cancel out the apparent strain indicated by the active gage. For sonic fatigue
applications, this method is limited by the difficulties in locating the. dummy gage iII
precisely the same temperature as the active gage, and yet assuring that the dummy gage
does not experience any load.

Another method of temperature compensation is the use of a 3-wire system. This
method requires that an additional lead be attached to one of the strain gage terminals, and
be routed out along with the two normal gage leads. The additional lead is used to identify
thermally-induced changes in lead resistance, which might otherwise be mistaken for changes
in gage resistance and read out as strain.

Self-compensating gages are also available for temperatures up to 800°F. These gages
are manufactured with knowa tempeature characteristics that can be used to correct the
indicated strain levels. Corrections depend on an accurate knowledge of the temperature at
the gage, and the gage maoufacturer's compensation data for the type ' material being
tested. Some gages are supplied with the gage factor variation as a function of temperature.
This information is usefu,, when the dynamic component of strain is being measured, since
static drift or )parent strain can be zeroed, and the time-varying strain may be determined
by using the correct gage-factor value at a given temperature.
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The method of attachment of the gage to the specimen must also be considered in
* selecting gages for sonic fatigue tests. The most common method is bonding, with the choice

of bonding agent depending primarily on the temperature range of the gage. Bonding materials
range from low temperature epoxy cements to high temperature ceramic cements which are
usC at temperature of 1200 to 14000 F. For even higher temperatures, flame spraying is
used to attach strain gages to the material being measured. Some gages are encapsulated in
metal sheaths which arc spot welded directly to the test specimen.

The selection of a gage attachment method must also consider the compatibility of'
the method with the material being tested. Spot welding, for example is likely to reduce
the fatigue life of some materials, and therefore may not be suitable for sonic fatigue test
applications, Bonding materials have different thermal conductivities than the test specimen
materials and may cause sharp thermal gradients when the specimen is heated.lT

i sonic fatigue testing, a strain gage attached to a panel experiences high dynamic
accelerations as the panel is tested. This motion is perpendicular to the strain gage surface
and lead wires, and tends to throw the wiring and strain gage connections away from the
test panel. Published strain gage data dealing with "dynamic" loads is derived from repeated
loading as applied by fatigue testing machines. A high speed machine of this type may
operate at 10 to 20 Hz, frequencies that are low compared to acoustic excitation frequencies.
The resultant low accelerations do not present the lead retention problem that is experienced
on sonic fatigue tests, where it has become necessary to bonJ or otherwise attach the leads
securely to the specimen.

siIn summary, it is concluded that strain measurement methods for high temperature

sonic fatigue tests require much additional development. Problem areas include the follow-
ing:

a. Accuracy of gages at elevated temperatu,'es is questionable.

b. Specimens undergoing sonic fatigue tests experience high stress levels, and re-
quire gages with good fatigue life at high strains,

F c. Attachment of gages, whether by bonding, flame spraying, or welding, can cause
localized thermal gradients in the specimen. The same problem applies to the
attachment of lead-out wires.

Manufacturers of strain gages are continally improving the temperature characteristics
- of their products. However, as long as it is necessary to physically attach a device to an ele-

vated temperature/sonic fatigue specimen, there will be uncertainties related to the thernio-
-dynamic, chemical, and dynamical effects of the attached device. Therefore, other means of
estimating the stress level in a sonic fatigue panel should be pursued. Concepts that have
potential for tlihh purpose include optical methods, and accurate specimen deflection icas-
urements from which the stress can be calculated.

5.1.3 Displacement Measurements
Measurement of the dynamic displacement of a specimnl undergoing sonic fatigue

testing provides a good indication ol the dynamic properties of the specimen. The wide
range of amplitudes and broad frequeUcy range of sonic fatigue specimens place severe re-

quirements on devices used to make displacement mneasuremenits. As part of this program,
a survey was made to identify devices that might he used to make displacement measure-
melits on sonic fatigue specimens at elevated temperature. Several types of devices, along
with their limitations, arc described in the following p' raphs.,-i

87

s . . . . . . . . . . . . . . . .



N,, Devices to measure displacemnent wore considered to fall in two broad categoiies: de-
vices which must be attached to the specimen being tested, and devices which do not make
physicai contact with the specimen. The former type includes accelerometers, potentiomet-
ric devices, and linear variable differential transformers (LVDT's). The disadvantage of
contacting devices is that they add mass to the test specimen. In the case of thin sonic
fatigue test specimens, even light-weight accelerometers can affect the response characteris-
tics of the te' - specimen. Another disadvantage is that, in the combined'thermal/acoustic
environment. clevices attached to the specimen produce undesirable temperature gradients
in the area of the attachment.

The frequency range of accelerometers is generally adequate for sonic fatigue work.
Other types of contacting devices have more limited frequency response. For example,
LVDT's depend on modulation of the signal applied to the fixed windings of the device.
Since the excitation frequencies are generally a few kilohertz, the frequency of the motion
being measured is limitc" to several hundred Hertz. This type of device is not suitable for
measuring motion at the higi, 'r frequencies encountered in sonic fatigue testing.

Potentiomctric devices are limited because of the mechanical problems associated with
their operation. Coupling of the specimen motion to the resistive elements is cumbersome,
and requires special precautions to avoid free-play. If the potentiometric device incorporates
a wire-wound resist;.. element, resolution is limited by the size of the wire. Continuous re-
sistive elements hav their resolution limited by the wiping element in the device. All
potentiometric devices are subject to wear and noise problems, and are not recommended
for sonic fatigue specimen displacement mneasurements.

Noncontacting displacement measuring devices operate on one of several principles.
The noncortacting transducers may be subdivided into two general categories: electrical
and optical devices.

The electrical devices depend on either capacitive or inductive meaturcmcnts to deter-
mine the motion of a specimen. In both types, a probe is moved to within a specified dis-
tance of the test specimen, which is referred to as the "target". Then, motion of the target
relative to the fixed probe is read out as a change in capacitance or inductance, or as a
change in capacitive or inductive coupling between elements of the measuring system.
Displacement can tl-crefore be measured without physically contacting the moving speci-
nment. The frequency range and resolution of these systems are adequate for sonic fatigue
test requirements. A basic problem with systems of this type i ono of linearity. Since the
electrical quantities being measured are not truly linear functions of the distance between
the probe and target, it is necessary that the range of operation be limited. The device can,
of course, be calibrated over a larger range than the linear range. High temperature opera-
tion of these devices is usually limited by the temperature characteristics of the probe unit.
Since the measurements involve some electical property of the target, the resistivity,
permeability, and/or permittivity of the target material can affect the accuracy at high
temperature.

An increasingly important type of noncontacting transducer is the optical device.
Some optical devices focus a beam of light on a prescribed spot on the target materials, and
track the spot as the target moves. Other types include laser interferometers, which produce
alternate light and dark lines on a detector as the target specimen moves through small
distances. Optical devices have a common advantage with the electrical lioncontacting do-
vices, in that neither type mass-loads the specimen or affects the thermal properties in any
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-* way. The optical devices may be located farther from the material than electrical devices -
typically, several feet rather than several inches. For sonic fatigue tests at elevated tempera-
tures, however, optical methods presently have practical limitations. For one, the location
of the test specimen in a progressive wave tube or other enclosure may restrict the optical57
path between the specimen nd the measuring device. If tile test i. being conducted atelevated tempera' .:e, the heat lamps and their reflectors tend to further complicate the
optical path problem. Another problem present at elevated temperature is the radiation
from the test specimen. Optical displacement measuring devices have their own light
sources, and specimen radiation would appear as noise to the optical detector.

In summary, seveial types of devices to measure the motion of sonic fatigue specimens
are available. Those devices which must be physically attached to the specimen add mass,
and therebv distort the thermal and dynamic properties of the specimen. To circumvent
these disadvantages, noncontacting electrical and optical devices are more desirable. The
use of noncontacting transducers requires recognition of the physical limitations of the
devices, particularly at elevated tenperatures. Thermal effects related to the sonic fatigue
test specimen, the measuring device, and the medium between the specimen anid mneasur-
ing device can all cause errors in the use of noncontacting instruments.

Additional development work is needed on noncontacting electrical and optical dis-
placement measuring devices. The use of these dcvices in the thermal/acoustic environment
should be fully eval,ited. Noncontacting devices are the most promising instruments for
measuring sonic fatigue ,ccimen displacements.

5.1.4 Temperature Measurement

Temperature measurements in the range of sonic fatigac tests - up to about 200001, -are a well established procedure under static conditions. In the high intensity acoustic
noise environment, however, the motion of the test specimen causes difficulties with
those temperature transducers which must make phy -':at contact with the specimen.It is fortunate that noncontacting devices are becoming i%.ilable which promise to
make sonic fatigue temperature measurements a more rout ie operation.

The most widely used type of tempe ture transducer is the acurate, low cost, thermo-
couple. This device operates on tile temperature-dependent change in contact poteintial
between two dissinilar metals. A inulber of materials are commonly used for thermo-
ouples - copper, constantan, chromel, iron, platinum, aid rhodium are examples. The

proper combinations of materials an(I alloys provide thernmocouples ,r use at tempera-
tures well in excess o' 3000 0F.

The difficulty in the use of thernmocouples for sonlic fatigue applications results Iionil
the requirement that the thermocouple junction make direct contact with the test specimen.

*.----' . Common practice is to spot-weld tile therioc ,ple .unction in place. The thermocouple
wires must also be attached to the specilmien, eidwr witll centt or with metal tabs which
are spot welded in place. I'hc thern(ocouple in usi then sIain the large dynamic n.,tlions
that the test specimen experiences when it responds to te acoustic excitation. The useof thermocouples oil sonic fatigue specimens thus becomes a question of how well the
user cani physically attach the themocottile to tile test specimen. Another deleterious
result ofa thermocouple, and its associated attachment mechanism, is that thermocouple,€
represent materials with different thermal properties than the test specimen. Undesirable
thermal gradicnta in the test spetimern are a consequence of this situation.
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Radiation transducers largely circumvent the difficulties inherent in thermocouples
because radiation-sensitive devices do not make ph, sical contact with the device being
measured. The transducer can be located remote from the specimen at a distance ranging
from several inches to many feet, depending on the individual device.

Some radiation-detecting devices, generally known as opticifl pyrometers, measure
the brightness tempetature of a specimen. Such instruments are useful only for measuring
temperature in excess of about I 000°F, since the measured object must be at a sufficiently
high temperature that its brightness can be measured.

Other types of radiation detectors operate over a wider range of temperatures. The
thermal radiation from a small area of the test specimen can be focused onl a heat-sensitive
detector whose output is calibrated to indicate the temperature of the radiating urface.
Radiation-sensing devices can be used with specimens whose temperature ranges from 100°F
to several thousand degrees.

A highly advanced form of radiation detector is the infrared scanning system. This
system continuously scans the surface being measured, detects the infrared radiation from
the surface, and presents a video dis, tay of the thermal gradient of the surface. When the
temperature of a single point on the surface is known, the thermal gradient display is
calibrated, and the temperature distribution is completely defined. The advantages of this
system are immediately apparent. First, the infrared scanning system does not have any
physical contact with the specimen. Also, this single instrument provides complete tempera-
ture information for the entire surface, eliminating the reed to measure the temperature at
a number of points, and then estimating the temperatute bijivveen measured locations.

Thc use of radiation detectors in high intensity acousti" environments is subject to
some restrictions. The detectors must first be able-to view the specimen. The detection
devices must also be sufficiently rugged to survive the acoustic environment, Both of these
limitations are minimized by the small size of some devices. The in:frared scanning system
requires a satisfactory optical path between the measured surface and the scanning camera.
Since the system operates at infrared wavelengths, special optical components may be
required to provide the required viewing conditions.

Measutement of test specimen temperatures during sonic fatigue tests can be
accomplished with either thermocouples or -adiation-sensing devices, The familiar thermo-
couples have several problems when used tor measuring specimens undergoing dynamic- mo-
tions, as discussed abuve, Modern radiation detctors have been developed for ten perature
measurements without making any physical contact with the specimen. Further evaluation
of radiation det ctors under actual sonic fatigue test conditions is needed, to establish
special techniques for operation in the acoustic environment. The future for temperature
meaisurement of sonic fatigue specimens clearly lies ini the use of noncontacting radiation
detectors.

S.2 SONIC FATIGUE CRACK DE'TIEC7ION

The detection of cracks in sonic fatigue test .pecijens presents a number of challenges
to the experimentalist. The complicated configuration of a representative aerosp:,?e test
structure usually does not suggest that any single area is most likely to fail. Therefore, the
entire structure should be monitored for failure, The locations of crack-detection devices
would hav,: to Covet all zones w here failure is considered like'y to occur. The addition of
elevated temnperalure conditions further complicates the problem.
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gram. Direct crack detection mnethods, using devices whose electrical continuity was

interrupted when a crack occurred, were considered first because Of Lhe success with these
devices on static anid 13w-frequenicy tests.

One type of crack detection material that was evaluated was a conductive copper tape
with a dielectric adhesive backing. Thiis tape is available comnmercially in a nominal thickness
of 0.002 inches, in widths as small as 0.015 inches. Use of the tape as a crack-detecting

$ device requires that the tape be applied to the specimen in an area where a crack is likely to
occur. The tape is then wired into anl electrical circuit, and thc continuity of this circuit is
monitored. When the specimen cracks in the designated area, the crack will propagate
through the tape, and the resulting discontinuity is detected.

Evaluation ot the conductive tape Oii it styiized aluminum panel disclosed that the
copper tape vas cracking before the test panel, giving false indications of failures. Thie test
tape was made from relatively Pure copper, which has poor fatigue characterist 'To be
useful as :i fatigue detection device, tape with better fatigue properties would he required.
Material such as beryllium copper might be suita. P~resent dielectric adhesives are stable
to about 400'F, and so a different adhesive material would be neceded at higher temperatures.

Another type of crack (detecting material is coniductive Painlt. 1Ibis paint conSists o1'
$ finely powdered silver suspended in a fast drying ca"'icr. Tht, paint is applied to the test spe~ci-

m-en in narrow strips along areas mnost likely to be cracked during sonic fatigue tests. T'he
paint must he insulated from specimnens which are themselves conductive. Copper foil solder
tabs are located at the ends of the stripes for convenienice in attaching leads to the condac-
tive painlt. Continuity Of the' conductive stripe is mnonitored, and a break inl continuity is
interpreted as anl indication of'a c1rack at Nome point along the painted stripe.

-A special pailwas designed ito evaluate this fatigue crack detectionl miethod. '!he
panel, as shown ilFigure 40, isd-awned at e~ach end and -subjected to vibration ctdn
Thec notches in tile Panlel result inl stress cmc ntrationN at thle notches, and cracks;f% Jr
initiated inl thle panel after only a few minute" of'excitation.

Figure 41 shows lte display that resuts, whe-i a; crack propagates throuth thv con.
a ductive paint. D~uring that part-ol'a vibration cycle when the painted surf-3ce is in tenision,

4thle Conductive Path opens, and, whent the iturface- is inl compression, the conductive path is
closed. It was also noted that colitinuiitV war, rcstoned whenl thle Vibration w;IS stoppcd.
indicating that the cracked edges of the painted stripe inaintiiin *good cloedrical continuity
whleua tile pallel is uldeflected.

Thec carrier Material ulsed Ill the conduIOctv paint valuaWted here is suitable for use to
3000 F. Withiin thix tem)pratur range. thes-e test,; indkicate that Conductive p~iints are a satis-
factory mothod oftdetecting sonic fatigue fuilure inl specinvcns where the failure locat1ion
can be predicted. IJevelopmeot of carrier materials that are stable at higher teinivratUrM
would extend thle useoftimehd

1tere arc otitem schemes fbr observing %onic fatigue failures that dot) oot detect tile
failure directly, but rather monitor me parameter which is, ill turi. intluenced by the
existence ot I crack. One sudh paranicter 1'. thle strainl at sonic point Onl thle panel. A strain
gage location shoulrh be selectedl based on thle predominaint normal mode shapes of thle
panel undar test. A change in stress di. fribution in thle pallet, vesulti;ng fronia fat~tiglic crack,

will then be detected by that strain rage.
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FIGURE 40
CRACK DETECTION PANEL DESIGN

(All Dimensions in Inches)

11.75-

4.50-

Test Fixture

CRACK MONITORING CIRCUIT

0.5 Vtohs D C.
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FIGUfIiE 41
OSCIt,LOSCOPE TRA.CE AT FAILURE

cwjut-tvit Paint Cifcult clkiJ



An experiment to demonstrate the above effect was conducted as part of this program.,
A niultipic-bay panel was tested, with a strain gage attached to the panel near o'-.e of the
rows of fasteners on tile paniel. Since the excitation was random acoustic noise, the output
of the strain gage was nornia~ized with respect to the output of the microphone inl thle
acoustic field. By observing the r-iti() of the two signais, small clionges in strain gage output
resulting from small changes in -acoustic excitation would not bc mistaken for a change in
speciwen characteristids. When an abrupt change in the ratio was observed, the test was
stopped and thle paliel was inspected. A section of the Panel was found to have Puckled,
causing the reduction in the output of the observed strain gage. While this met~ra is
subject to the usual limitations of applying strain gages to high temperature sonic fatigue
specimens, it has thle sensitivity to detect p.,nel changes caused by buckling or cracking.

Another means of detecting failure-induced changes in tile dynamic prope.rties of a
panel is by use of a microphone. Inl this applicationl, a panel undergoing tests was -eniclosed
on thle side that was not exposed to thie acoustic excitation. The enclosure c.onsisted of a
rigid walled box, lined with material that had high :oustic absorption. A microphone was
placed inside the enc!JSUre. and its Output was dominutced by thle fundaimenAI response
frequency of tile panel. As the panel edges cracked, small changes were observed in both
the amplitude anid frequency of the mnicrophoiw; signal. The1 use of a mnicrophione does not
physically contact thle Specimen. High temperatures on the painel would caiuse no pro-blenis,
because the temperature of thle mnicrophone could be controlled Independent of the stI;eI-
men. Inl addition, te microphone- has not effect onl either the thermiodynaniic or structural
dynamic propertics of 111e tst p3n1l.

A mortt sophisticated method o1 mionitoring sonic '.iti ve cracks, would be through!
Ohe use of thle infrawd scaining devic:e described in Section 5. 1.4. Etven "I small crack in 3
heated specinen wvould represvntI i Quirp thermal Licniut in th, test specimnc. A
discontiwoity of this typo would N. ck--tly and inmldiately evidenit Ott the Video dily
of thec infrart-ed scanning system.

Jlased on the rqiolti of thi, studfy! theto.sc ofI a mikcrophonec to 1110itor thle respom!VSC
of I'11110l ij reonsene Jta reliableIC, loclx t techn-4ic for fletectl n.0peCIe falue.-
Ib1kis mthod ii lno~xt Stiiahl for mmlpic. !smn1gl'hay aJ' which the trs cut is dolmnateJ
Iby one orn tWo) p.1116 105,00nanC~. F(I morv :omnplex itructluivs. thile sor lCondutive\- tailt

pr-Jke for mloiltorjng WY-Cf;il potential Failurv arcli imta-ousl..~dtoa

des'elopitwnt work )s neded lo ido~ypint lllatetiais usWb4e it -mearsicc

Only ono nIethsod -tit', ttlrred -sca~1mg svs~ent- has the ability to ~uo~
iionilor a full stnwu.'warl sufaeh iiat cracks. Ib hih C-ost and optiical phith fe-

qtairvmcgits of tliv rstvil la-y bwvu its applicatio. Nervcrilthcss-. th,, foaurll of this
filthil will tIIeCII 11% %,01 erttt ontn aiu ts'4eeapecwkiwde

fatiglic cracl- initial ion 3of prinie itrportaiice.
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SECTION 6

SUMMARY AND RECOMMENDATIONS

1 Tasks described in this report covered four major areas related to high temperature
sonic fatigue tests. These areas are the acoustic environment, thermal environment, effects
of specimen mounting on thermal and dynamic response, and instrumentation arid measure-
ments. The results in each area are briefly summarized, and recommendations for further
study are indicated.

The studies of acoustic fields have shown that, in cases where the acoustic field is
not diffuse, simple trigonometric functionis can be used to describe pressure distributions.
Although these functions do iot epresent exact equations for the pressure field, they
are useful in estimating the response of a strujzture by the participation factor concept.
It was also determined that the air flow from air stream aiodulator noise sources is sutfi-
cient to preclude sharp rises in the air temperature during elevated temperature tests.
The properties of air are suc that under the flow conditions described here, there is
low heat transfer to the air from the heat sources and the test specimen. -Therefore, the
usual ambient values of air density an ed of sound can be used.

Additio,,,.l experimental studies would be desirable to show the effect of acoustic
field directional properties on structurai response As ca first tep, an existing progressive
wave and reveiberant test enclosure should be mapped to Jtermii-,e the pressure distribu-
tions in these enclosures. Then, a stylized panel could be designed with a high participaion
factor in the p' ,gressive wave test section. The panel would be tested in both ec' sures,
to show the difference in z:,sponse level for different excitation fields.

For thermal environment simulation, a computer program has been written tr, calculate
the two-dimensional temperature distribution in a panel that is heated by a quartz.1amp-
bank, Work has also been reported on lampbank design considerations for a combined
thermal/acotstic environment., Methods for introduciag damping into the reflectors and
for improving the quartz lamp supports were discussed.

A needed extension to the thermal environment studies is the addition of temperature
gradients i,!ong the thickness of the test panel, This w.,uld permit prediction of temperature
in honeycomb structures 'end other sonic fatigue specimens where temperature variations
normal to the surface may be expected. AddJitonal work on quartz lamp holders is also need-
ed to improve the reliability of quatz lamps in the high intensity acoustic noise environ-

ment. Still another area for work would be a detailed study of the mechatiisni by which .-

quart -mps deliver heat (o a test specimen. This effort would recluire an experimental
determination of the variation of the heat n"t;sfer process at different temperatures,
and identification ot al; thermal losses hat occur in heating sonic fatigue specimens. Empir-
ical data of this kind are needed to provide a realistic estimate of what fraction of the power
in quartz laps is availabie 1'or. e!ating test specimens.

Considerable work has bee'; done ott the thermal and dynamic response of a test
specimen as itifluenced by the specimen mounting. In a large number of cases, the thermal
and dynamic problems can be treated separately and then combined, according to the
principles of superposition, Computer programs were developed for the plane stress response
to a thermal field. Basic equations were also presented to show how thermal in-plane loads
enter into the dynamic equations. Experimental data was presented to illustrate the thermal
effect on the dynamic properties of a panel.
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A logical continuation of the panel thermal stress studies would be to extend the stress
analysic to the three-dimensional problem. Even in the plane stress analysis, however, other
length-to-width ratios, boundary conditions, and material properties could be evaluated to
supplement the temperature-s'ress curves given in this report.

The detenninatioa of stress in a panel from a knowledge of the panel geometry,
material, and deflection is indicated by the dynamic equations. Evaluation of the stress
would first require a response test on the panel to identify and map the first few normal
modes of the panel. Then, the panel should be subjected to a specific thermal/acoustic
environment and the deflection should be measured at two or three points on the panel.
From these deflection measurements, the modes in which the panel is responding can be
determined and amplitudes assigned to the mode shapes. The deflection of the panel can
also be calculated from the measured mode shapes if the coupling with the acoustic field
is known. Determination of bending stresses in the panel can then be obtained by carry-
ing out the differentiation operations in the dynamic equations.

A survey of devices to make high temperature/sonic fatigue measurements was Trade.
Currcntly available instruments to measure the acoustic pressures and specimen ter. a-
tures appear to be adequate for the ranges currently encountered in thermal/acoustic
testing. Measurement of specimen deflections and strains, however, are definite problem
areas in the combined environment. Because of inherent shortcomings in strain-measuring
devices that must be physically attached to the specimen, indirect methods for measuring
strain should be pursued, as discussed ,bove. Deflection measurements with noncontacting
optical and electrical devices are potentially suitable for combined thermal/acoustic test-
ing, although individual devices should be thoroughly evaluated to determine corrections
that must be added in the thermdl/acoustic environment.
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APPENDIX A

STRUC7URAL COUPLING AND ACOUSTIC FIELD

A.1 STRUCTURAL RESPONS -PERIODIC FORCING FUNCTION

The structural respu,,se to periodic forcing functions will be C 'ermined and the
results will be presehted in terms of the participation factor and the single-degree-of-
freedom system functions.

The coupled dynamic equations of equilibrium will be written and the equations will
be decoupled by roti tion into normal coordinates. The Fourier Transform of the response
in normal coordinates will be performed to show the relation between the response, the
participati-a factor, and single-degree-of-freedom system functions.

Dynamic Equation:

Dy [i M] w+L [C] .k w 1p(x, t)1  (Al)
Dynamic Equation - Undamped Case Homogeneous Solutions[Nil +t.K1 0 (A20)

[M] [I] = i (A2)I 1 1

Eigenvalue'Solution and Modal Matrix

(A, =W Ili i 1, 2, 3 ...... natural frequencies

14)1 Modal matfix - each column represents an eigenvector. The matrix is also
normalized such that

"[4,1] '  [M] 1,)I, ] [1 (A4)

[¢]WT [K] 14)] = "w,2j .(A5)

Dynamic Equation - Dampened Cases

[q'l .=,, lw (A6)

P(X, Of (A7)

Let [CI be diagonal or proportional to [MI and/or [K]

+" - S+ 'n2-J = j[q T p(x, t)j (A8)

Let ~ p(X, pt)
")-~ - J + P-"sj r1 11 . 4),jp' ) p(t) (A9)

Let

TI p i(AO
1Xt) p rx At1

Participation Factor is P. The Participation factor depends on the product of the spatial
distribution of pressure, and the structural mode shape of the panel.
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The Fourier fransform of Equation (A9) results in a solution of the equation in terms
of its system characteristics (system-function) and the forcing function (Participation
Factor).

Let the Fourier transform of 6(t) for the ith equation be2 0

To/2
Ai (mF) =(t)e 0  dt (Ai 2)

TO -To/2

The Fourier transform of (A9) is

"ni{ 2 _ (m~o)21 +j 2 wni mw o  i (mfo) PoPi P(mf o ) (A13)

Po ri P(mfo)
A. (mfo) [,_(mo\ 2  (j ni m )] (A14)N:"Wni 2 [1 -Iw +j 2 Im°o

n W Wni 1

where the system function (Hi(mfo)) is expressed as

Hi (2 o )  2 (Al)

I- (m'. +j2 "0I .;.\ "ni / 1]~n/

The response is expressed in terms of the participation factor and the single-degree-of-
freedom system function.

Ai (m ) H i (mfr) ri[ 1 (A 16)

A.2 STRUCTURAL RESPONSE - RANDOM FORCING FUNCTION.

The crosscorrelation of the pressure field in normal coordinates will be expressed
in terms of the cross-correlation of the pressure field in the original coordinate system.
The cross-power spectral density for the pressure field in the normal coordinates will be
expressed in terms of the cross-power spectral density and the modal matrix. This expres-
sion will permit the transfer of any known cross-power spectra for the pressure field from
the original coordinate system to normal coordinates, where structural response can be
determined. An expression which transfers the response cross-power spectra from normal
coordinates to the origial coordinate system also is presented.

The cross-correlation function is expressed as2 1

() Lirm I fTRpiPj TT T Pi(t)pj (t+r)dt (A17)

T-+oT

Rotation of the pressure pi(t) into normal coordinates can be accomplished by

N TSpn.(t)= E (ni Pi( t )  (AI8)

i=l9
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j= I

NA N N T T Lim I T

i=1 j=1l-

N NT

j The Fourier transform of the cross-correlation is the cross-power spectral density.

SA A -jwat
PnPm(f) R p nPm(t)e dt (A22)"

AAN * N T T(A )sA A (f) YZ 4)n 4)(A3SPnpm~f=j j=1 mi 8iif

In matrix. form this equation is
. . lli4 ITS 4 (A24)

.Equation (A24) transforms the cross-power spectral density of a known pressure field into
normal coordinates. The cross-corrclation of response in normal coordinates is

Lim 1I
n m T -+ oo 2 T

The transfer of a response parameter from normal coordinates to the original coordinate
system can be accomplished by

N
wj(t)= 2;(P 6n(t) (A26)

Therefore, the cross-correlation of the response is

NN Lim 1T
Rw, , (r) = 1 n1 41i 4jII1 *T 00 2T a n(t)Sni (t+7)dt (27

N N

* The Fourier transform of the cross-correlation is the cross-power spectral donsity.

N N

S,~, (f) 1; 2 ; n4 j S (f) (A29)
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In matrix form this expression is

C [S'] fWp (Sal (T (A30)

Equation A30 transfers the structural response parameter from rnormal coordinates to the
original coordinate system.

A.3 POWER SPECTRA FOR TYPICAL ACOUSTIC ENCLOSURES

Normal acoustic test enclosures have progressive, wave or reverberant fields. Both of
these cases can normally be considered single input .multiple output systems. The acoustic
enclost're, in a large majority of cases, is excited bya single or a group of sources which
have tho same pressure amplitude and phase. For.this type of system the source can be
considered single. The pressures at the structural test panel will have a variation in
amplitude and phase which is distributed spatially across the panel. 'he pressures at these
points (p0j) for this study will be considered to be multiple outputs -from the single pressure
source (PII ) "

We will investigate first multiple input-output systems. The multiple-output of a multi-
pie input system can be described as a function of the conjugate system function, input
cross-power spectral density and the system function. In matrix notat- n he expr~icL. ..iS PO. I [So=[H*]JS pi]I[h-] T .(A3) -I •

The cross-power spectral density between the ith and jth location is 2 2

N N
SpoP~ j (f) n:1 X -I Hjn (f) Him (f) S i (A32)

If we assume that we have a single input system, that is, the enclosure is excited by a single
source or a group of sources which can be considered as a single source, the cross-power,
spectrum for the pressure between the ith and jth location is

Sp (t)= H il H11 Spi~.(f) (A33)

Let the normalizc I cross-power spectrum be
,, (jf)= H Ii Hl (f) (A,34)

Equation (A34) gives the normalized cross-power spectral density in terms of system
functions which are characteristics of the acoustic enclosure. If these system functions for
various types of acoustic fields can be determined, then forcing functions in normal coordi-

4. nates can be estimated by Equation (A24).

A.4 SYSTEM FUNCTION - ANECHOIC TERMINATION

In Section A.3 we have sliown that the cross-power spectrum for a pressure field Is a
function of the system functions for the enclosure. In this section the system functions for
an enclosure with an anechoic termination will b, developed. A system function by defini-
tion is the Fourier transform of the unit impulse rsponse. The response of a ono-dinei n-
al pressure field with anechoic tralnation to a uni.t impulse is

p(x, t) P0 (ct-x) :(A35)
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Tale Fourier transform of Equation (A3 5) is

P(X'f)P~x e =Pet\~ (A37)

p

!be normalized system function (H(x, f)) is

- 0( f) Cos ( jrx si (27 (A39)

The system function of Equation (A39) describes the pressure field as a function of
frequeftcy nd distance from the source, Equation (A39) is Equatior 2.2, the pressure
distribiiti in a-iube with anechoic termination.

A.5 RESPONSE TO RANDOM ACOUSTIC FIELD-ANECHOIC THERMINATION

Th**e -normalized coss-power spectra for the ith 'nd jth location in an acoustic field with
anechoic ternini311.n is

c(4) s in co +Xnxii i)(Xny~ (Ac2)

Er &P quation (A~ stenraintcospwrsptumi normal coordinates gidvtei

C4 118 )~ .ia, ingAthe

j sit,1P1 (A42)

Equation~ (A42)an is, )ict tht thenale cross-power specti in normal coordi- ti
noate Inr 'ssie -'~dwt nae ctriain ins ntiof the participationtr

frThe nrmie ed iowe setrum is h aeneul l i omlcodntsi

COA=~wj, (A44)
r.101



The response of structures in normal coordinates is
S'"[S61 ] =1 rH .. r rn Im r["H -.i SpiPi Wf (A46)

The system function 11 in Equation (A46) is the single degree-of-freedom-system
function in normal coordinates for the structure. For structural dampi-,., which is normal,
ly less than 5 percent, the following approximation can be written at the normal mode I'
frequencies.

1IHii(f) 12 >> Ht H.4

[S5] t,',Ir 2 'IHI 2 _j Sp,. (f) (A48)

The above expression is a diagonal matrix and is approximately true for cases when the
modal frequencies are separated by at least 10 percent.

Equation (A48) indicates that the response to a random acoustic field in an enclosure
with an anechoic termination is a function of the participation factors, Ti. The response to a F
random acoustic field is similar to the response to periodic functions since the forcing fune-
tion in normal coordinates is the participation factor. The effect of participation factor
on response wilt therefore be the same for bcth random and periodic acoustic pressure.

A.6 RESPONSE OF STRUCTURES TO RANDOM ACOUSTIC FIELD-ABRUPT!' TERMINATION,

The response structure to a random acoustic field will depend on the cross-power

spectra of the pressure within the enclosure. Equation (A45) indicated that the normalized
cross-po .ver is a function of the system function for the enclosure. The system functions for ..

an enclosure with a particular type of an abrupt termination will be determined. The results
of this analysis will be extended to the other types of terminations and to fields with three-
dimensional properties. The system function!is the Fourier transform of the unit impulse
response. The termination to be examined will be an open tube. The unit impulse response
will be found by applying boundary conditions to the wave equation. The wave equation2 for particle displacement in terms of unit impulses Is

(x,t)= + 6 (ct-x) +, 6(ct+x) (A49) :i

Te Fourier transform iquation (A49) is
(x f)f f(xt)e dt (ASO)

-00X

9 (x, 0 0 + e  r + _ e " (AS)

The boundary conditions for the open tube are

-. =0, (ot) 8(t) • (A52)

x= L, p(L,t)=O (A53)

The relation between partic, dioplacement and pressure is

p (x, t) o0c 2 axp x, t) . (AS4)
102 i:
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Applying boundary conditions of (A52) and (A53)
'- 3 / + +1_(A56)

i:jwoL -j wL
*L O =Uee" _t3+e jw- (A57)

-j UoL (A58)

e

e (A59)

0+i ow -j <, L A9

0 oe  -U-
- - (A60)

jL

L3 e (A61)

2 cos C-

The particle displacement for an open tube is

C(L--x)1
(x, 0) L (A62)

The pressure is

P(x, f) : V i ( ) ( ) snL-x ( (A03)

+. (x, 0) PO- PO ew ta 1s CO . Ca (A64)

lhe normal Mde frequeicy of the tube, w is W"'" by n 2 (nc/4L)" Thcn, tan I
tan (nw/2)=.**, although the snmall losses present it the tube will limit the pressure a.,,plitude
to a finite value. The pressure distribution in the tube can then be approximated by I

I1x\
P x:,0 "): os xA65.)

3. t 103



Equation (A65) is the system function for an open tube and corresponds to Equa-
tion 2.3 in Section 2.1. The same procedure used in Section A.5 will result in a similar ex-
pression for the response. That is. the response will be a function of the single-degree-of-
freedom system functions of the structure and the participation factor, Pi"

For a three-dimensiona. structure the system function for a large room is

(x, y, z, f) =z[cos\ C (A66)

-! .xpy pz

Sections A.2 through A.6 indicate that the acoustic-structural coupling for random
functions can be estimated in a manner similar to the acoustic structural coupling for
periodic functions. The response will be a function of the structural single-degree-of-freedom
qystem functions and the participation factors.

t
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APPENDIX B

TEMPERATURE PREDICTION COMPUTER PROGRAM
The program described here is used to solve for the temperature distribution Tij asdefined by Equation (3.16) in Section 3.1. This example is for a stainless steel panel,symmetrical about a centerline. The half-panel has been divided into 5( egments (10xS),with this division appearing as 11 x6 in the dimension statements. The I I x6 dimensionaccounts for the temperature being calculated at corners ratler than centers of the

segments.
The quantity A is the original assumed temperature, from which T is calculated. Bis the difference between A and T for each iteration. Initially, 10 iterations are program-n The user may request additional groups of 10 iterations, as indicated in line 440.
In the program, the constant R (line 60) is the same as K in Equation (3.14). Like-wise, RI (line 130) is the same as K1 in Equation (3.15),
The constant S (line 70) is initially assigned a value of zero. This term is later com-puted as the value of TR (Equation (3.9)).

* The program prsented here- is designed for use on a conversational, time-sharing com-puter system. Therefore, different computers will require different input (output) fonmats.

-A

1.' ...

:I
• .. . .-

* : U
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PLATEM

10 DIMEWSION ACII,6),T(11,6),BCI1,6)
20 DATA 8/66*0.1
30 DATA T/66*0./
40 DATA A/12*80.,')*400*.,80.,80.,9*400.,80.,8O.,9*400.,.80,,80.,a
50&9*400. , 0 ,80 ..9*40.,80./
60 READ, R

V 70 S=O.
80 XWO.
90 DO I Za1,11
100 DO 1 J~l,6
110 ACIPJ)-A(1,dJ)+460*
120 1 CONTINUE

140 R2=R1,300,
I50 2S DO0 2 Zs2o10
160 00 3 J=2io

180 TU,4J)-c4.*T(XJ).l00.*R2*SRI*CA(XJ)/100.)**4)
190 3 TIt~tIJ/4t1.2(c.)1C)*~
200 J*6

230 2 TC1,4J)sT(tJ)/(4.*(1.,R2*cAczJ)/1O0.*)..3))
240 DO0 I .2, 10
250 DO 4 J&2*6
260 4 1~.,J((.)AIJ)4
270 DO .8 1*2+, 10
280 DO 9 Ju2,5.

990 96

31.0 8 IJ.U49I!J,3I~i..3~J)

330 ?0
340 00 5 1*2#0
350 DO 5 J*2.p6
360FCA8S(B(Z.J))LE4*)' -GO TO .5

370 Z'-ASBI~4)
380 $ CONTINUE
390 z1*-A.z
400 PRINT 100*41
410 100 FORMATC"1KE WIAfllUM DIFFERENCE lS-,T7,"m DEG. F.-4
420 PRINTA
4-30 PRINT#
440. PRINTalt-F R E IT EAT 10.1 DESIRED, TYPE 1) 0 TO. PRINT OUT~
450 READ, Zt.
460 IFCZZ.EQ*O.) GO TO 57
470 GO T C 62
480 57 CONTINUE
490 PRINTs
500 'PRINT,



PLATEM CONTINUED)

510 DO 6 1=2,.10
- 520 DO 6 %J=2A6

530 6 T(I,J)=T(I,*J)-460.
540 PRINT200, (T(I,2),TCI,3),.T(X,4),T1,5)..TcX.6), I=2,o10)
550 200 1F0RMAT(5F14.3)

560 GO TO 73
570 62 X=0.
580 63 CONTINUE

590 XUX+ls
600 SuC.
610. DO 7 Im2 !Z

60DO 7 dR 2#6
630 S=S*(T(X,&J)/1O0.)**k

607 At 2,J)waT(IPJ)

= .1670 73CONTINUE
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APPENDIX C

DERIVATION OF GOVERNING EQUATIONS

The complete solution to the problem of specimen response to a combined thermal
and dynamic luading, requires the eviluation of eleven parameters (in Cartesian coordinates).
These parameters are T, p, Vx VY VZ, oxx 0, az, 0 z and oy (due to symmetry of the
stress tensor c a etc.)23

To determine the above parameters eleven equations must be solved. The solution of
these equations with the associated boundary conditions is usually q~iit -difficult and often
can only be accomiplished by approximate numerical methods. Fortunately in many engineer-
ing problems tho number of equations and the complexity of t!-. equations may be reduced
by the use -)f certain simplifying assumptions. Th'le following are the eleven basic equations
and th, mpli-aVying aSsumnptions which can often be applied.

The first of the eleven equations is the equation of coritiuty. This equation expresses
the conservation ofimass and can be written,

Utider thc avsumiption of a constant avid known. density we can reduce thle number of requir-
c I cqkiatimns aind unknowns by one.

111i lwxt thre~e equations can be derived froal constrVation of mmnu.ihs
ctluations state that the acceleration of ai body is equal to the sum of the forcos and t a
spccifik murfio frvesi This kca bt written ats:

P1 +3 +3 a +0,0(W24)

y XX y UXY 0y Ch

0(3 ~ V + V i V.

The ith equat,011 to be dealt with h tile enorgy equaatioll. UAi equation StAtes that
the tate ofchamWe of kinetic eiag Pitts 11W 1tate of dwn-geof internal eowry utt CAUal
the VU le of tne~us ci e gy loss plus tile power of the surface and body rotoes actisg
oil tile cntilluumr.
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iatp + +x~ aP + a~p~ (Y2VXV + V/zX V + Y2V V + e)+
[ae+ a + +V a U]+

*1 Vp[atVy+VxaxVy~ y y~ vzy + V
V Pl V + a V+V V +V a VI+

Zy Lt y x X y Z 77y

Vx[pFx + 3xcxx + ayoxy+a

a V +0 a V +a a V +0o b V +0 a V + (03)^x x xy x y xz x z~ xyy x yyy .

yz y z xzz Zx yz z y zzz +zaV+ aV+

-D- a q~ - a zl

From Equation (ClI), the first termn in brackets on the left side of(03) is zero. From
Equations (C2) it can be shown that the expressions in braces on the left and right side of
(03) cancel term fol term. By definition aiVj = ., Equation (C3) can now be wvritten as

P(ate + Vxaxe + VYaye+ Vzaze

a E~x + (ry~y+ z + 2(xcx +

Gxz xz +0 Gyey) -- axqx - 3 -aq (C4)
The last six of the eleven required equations are the contitutive equations, better known

in this case as the generalized Hooke's law.

E
U~Y 1~Pl [01 P-x + II(Ey + ezz) -(I +v)cT I (CSa)

E
0yy (1+zA(F -2P) -P( z + '(xx + feyy) - (+v)aT](Cb

=G T- (C~d)

G G fYxz (C5c)

=Z ) C (C50)

The term in parentheses on the left of E~quation (C4) is the total time derivative of the
noninechanical internal energy, e. This energy is JcFT where CE is the specific heat at con-
stant defori.!atation, We at ply Equation (CS) to replace o in Equation (C4) in terms of
strain and note that if we consider zero input forces, yxy -fz and -yare zero since they
are not a function of temperature. Further, we assume a pureiy conductive heat transfer
mechanism. Equation (C4) thIn becomes:
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E

PCF.T (yT-- P)a T xx + +i (C6)

k(a xT+ayyT +

The tenu involving t represents the rate of change of temperature due to the motion of
the body. If this temperature rise is small (as it is in most cases) ther T 0. Similarly the
terms involving eii represent the mechanical vibrations due to thermal changes and can in
general bc- neglected. 24 The energy equation in this case degenerates to the well known
Laplace Equation 25

axxT + ayyT + azzT -0 (C7)

Equation (C7) shows that the temperature can be calculated without mechanical con-
siderations. This represents the quasi-static thermoelastic theory. Before turning to the cal-
culations of the velocity components from the equations of motion and the stress compon-
ents from Equations (C5), we will examine the calculation of the temperature field in more
detail.

Equation (C7) is the general expression for the three dimensional steady state temp-
erature distribution with zero heat sources and losses. In the current discussion the specimen
wil! be a thin structure (azT - 0) that has reached stead state. It is assumed that the heat
is applied from a quartz lamp reflector system in such a way that we can assume uniform
heat generation within the specimen. The absorbed radiation is of such a magnitude that all

; convective and radiative heat losses are accounted for and the required te perature distribu-

tiofi is achieved. Equation (C7) is then written as

k(3xxT + ayyT) =l (C8a)

and

S= radiatio n loss + tconvective - absorbed (C8b)

A description of the computer program used to calculate the temperature distribution
is presented in Appendix B. For the remainder of thiE discussion it will be assumed that the
temperature distribution is known.

The analysis of the thermal-dynamic problem now requires only the solution of the
equations of motion and the constitutive equations. This is still not an easy task, but
through the use of certain assumptions further simplifications may be made. We first make
use of the theory of superposition and assume that all deflections are small. Two problems
are then treated separately, one thermal problem and one dynamic problem. The compon-
ents of the static and dynamic stress tensors add linearly. We will consider the thermal
problem first.

The thermal stress problem is a static problem. The left-hand sides of Equations (C2)
represent the total time derivatives of the velocity components which for the static caste are
zero. In this analysis, since T(z) is constant and we deal with thin panel structures, the case
i of plane stress may be assumed. Plane stress implies that 0 zz, axz and oyz are zero. From

Equation (C2c) we note Fz must also be zero. The equations of motion then become
+ yxy = Px (C9a)

axxy +  yyy -pFy (Cgb)
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The body forces, F~ and F will be neglected in the static equilh riutj Equations 0)9.
For the plane stress case, the constitutive equations becomeo

E
oxx [exx + P yy~~)T - 1Oa)Q

E
Uyy 1-v2  yy + v - (~~~ C{b

To obtain the equiiibriuin equations iri-ierins of displAcements we substitute, Equations
(C 10) in to Equations (C9) and make us& te fbllowing strain-displacenment relation for-.
siall displacements:.

Exx x Cia

e, =,V (C IIb).

e =a V+a u -(Cl le)xy x y
Equations (C9) then become:

ai-=x[axu + Va V+ E a [a 0 Y 1 0 Y v, X 1  - T (ClI2a)

E aE v ua T (C I2b)

In order to eliminate the nee.4for the solution of two simultaneous partial differential-
equations we introduce a function iksuch that

axo = U(C13 a)

aO v (Cl3b) *
This function, i.,is known as the strain potential function. 26 Substi tuting Equat ions

(C 13) into Equations (C 12) we havie:

aItxx P + a y]+ ( lv) ayay

aaxo+ aN 0)(1+v)a xaT (C 4a)

axao+ ay -(l+v) aTj 0 (Cl I a)

a yfaxxo + ayy 0- I.(+v) T] =0 (Cl5b)



hitegrating Equations (C 15), we have

ax4+a 4-(l+v)aT~fl(y)+Cl (Cl6a)

ax+a Vi- (I-ti.)aoT =f 2(kl) +C2  (lb

-From. Equations (C 16) we can see that f(x) f(y) 0 and thle basic equations become
_3xv' (C17)

--The constant O(>s evahiated from a boundary aonditibn on3 + 04-(1+v)aT or
its derivative&, Thus' the solution of the thermal stress problem rsts W1t the SutOnW o

Eqaxn (C 17) for the n vatibe .' -

-The-solution of thi dynamnic problem call also be simplified so the com: piete7 solution
to Equations (C2) throuigh (CS) are not-required. The left-haqd sides, of E4uatioris (C2) afe
the ..components bf acceleratiol with respect to the coordinate.axes. Itis assvmned'.hat the
Components of acceleration in the x and y direcctions can be neglected,-and that lAteral de-
flections ar small compared with the-thicknesof the panel. n the present case, it is assunied
that the sti'ess in the z direction, az7 , may be neglected which implies that all loads in thle z.

* direction arc applied to the midplane. Equations (C2) then become, for. zero body forces,

0 ~axx + a xy bzoxi.Cla

-y

pa a - (Cl18c)

From Equations (Cl 8)-the equatio :_f plate bending under normfal dynamic loadingi is

a (D)+2 D)+3 (DW) -cpa,.( 9

The derivation of this equfttic-n is not presented here but may be found in several refcx.-
enlc -s 27,28. In addition-to' the lateral loacmg, P.plate sub~tected to thermai loading develops
theriil stresses.in the plne of the plate whichi w .ust.be taken intc, a ccsit. Thermnat
strews-sresult in trao~ion fo-rces at th-)e b~oundary which pxc(dM.ce itzvments about the de-

;lctd-frface. The resulting rnodificatwoit to Equation (CO9), agaiiu derived in elie-
ture, for a ,onstailtplate stiffness, D, is,

I)Vxx''~ 2axyy~ W 3y -q tt a- x w 2 NY 3~w + N 4~ w (C20)

Assuming w AW(x~y)eos(w t+ 0) Equation M'0beoies

D a W + 2a w + wxxxx XXVY yyyy -

INx'a OW+ 2N (I + Iq+ ayW * '~~W (C20.

The determination of N'x NY, and N Y, cas- be accomplished by 'Iotipg that Equat-'n (Cl11)
and (C1 3) yield ,he -following relations

CXXaX C k~ yy 6Xyy2- Xv xy' (C222)
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~ IThe forces per unitlength may be computed by integrating the stress over the thickness, 7thus ]

-c/2

c/2
Ny. af0y dz -(C23b)

c12 a d (C23c)-

Substituting Equations (C22) into the generalized Hooke's law (Equation (C 16)) and per-
forming the integrations indicated in Equation (C23) the forces per unit length are expressed
in terms of the strain potential function as:

-EcN- xx+ay tJl +vOcTl (C24a)

Nyy I~v [aY + va~x-lvTI(2b

VN =Ec a (C!4c)
xy jxy

Equation (C2 1) may now be solved for W in ternr 'f the frequency and potential function '
for given boundary conditions. It should be note(. nat W in Equation (C21I) was normalized
with respect to the coefficient A which must be included to obtain the actual mid-plane de-

,~i jflection. The assumption that lateral defle~tions are small compared to the thickness allows
us to neglect, for this case, the stretching 4f the mid-plane. It is also assumed that all in-
plane loads are applied to the mid-plane ot the plate and there are no thermal gradients
through the thickness of the plate (L.', the plate is initially flat). The puak stress at thle Sur-
face due to dynamic loading and inplane forces is:j

a Ec=, [ +aw (C25a)

Ec [aw V ](C25b)
yy 2(1-_p 2) yy xx

ax 2Gc 8xyw (C25c)

If the iik-plane forces and deflections are very large, such that the mid-plane is stretched,
second-order terms should be included in Equations (C25). These equations then become 2 9

a ~ [ /(a W)v w+ V(a W.)2 1 C2]
0xx 2(l- 2) xx xyy y (2a

a Ec [yy w + (yw) 2  a w + (axw) 21 (C26b)
XX 2j xy 2Gc [axvw + a iva 113I A
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APPENDIX D

COMPUTER PROGRAMS FOR THERMAL STRESS CALCULATION

Print-outs of four -omputer programs used to calculate, subject to various restrictions,
thermal stresses in panels are presented in this appendix. These prgrams are written in the
FORTRAN language and in a manner compatible with the GE430 time sharing computer.
The four programs presented here can be merged into one program when sufficient storage
capacity is available. In the present case four separate programs, each within the qapacity of
the GE430, are used. The outputs from one program are read into a storage file and later re-
called as inputs to subsequent programs. A block diagram showing the basic inputs and out-
puts of tfie four programs is presented in Figure 42- The potential program is presented on
pages 122 through 125, the strain program on pages 126 through 128, the normal stress pro-
gram on pages 129 through 130, and the shear stress program on pages 131 and 132. A list
of the symbols used in these programs is presented on pages 120 through 121 of this appendix.

The first program in the series is used to calculate the strain potential.30 In all subse-
V quent statements it is assumed that a state of plane stress exists. The basic equation to be

solved is

axx + ayy 0 =(l+P)aT+C (DI)

where i is the strain potential function and C is a constar' )f htegration. Figure 43 showsthe model used in computing the potential function by the finite difference technique.31

In the potential program, the user is requested to supply a boundary code of "1" for a
. _free boundary and "0" for a fixed boundary. The user is then asked to supply five coefficients

of the temperature distribu tion in the x direction. The form of this distribution is

T(x,y) Al + A2 IXI + A3 IX2 1 + A4 IX3 1 + A5 X41 (iD2a)
;) -7.5 < X < 7.5, - IX 14Y < 1I. ....

T(x,y)=A, + A2 IYI+A 3 Iy 21 +A4 1Y3  +A5 iY4 1  (D2b)

.-7.5 < Y <7.5, -IYI <X < 1Yl

In lines 390 through 520 of the potential program the two-dimensional temperature distribu-
tion is computed. This distribution has the desired centerline distribution and a constant
boundary temperature. Lines 80 through 100, 300 through 320, and 400 through 520 may.
be modified for various other tempetwture distributions.

The user is next asked to supply the value of center temperature, Polsson's ratio, the
coefficient of thermal expansion, the length of the increments used for finite difference
calculations, and the number of increments in each direction, Thie dimension statements
may be modified to NX+l by NY+l arrays. Tlhe user iq then asked to supply a code witch
is "I " if the coefficients have been normalized to A1 and "0" if they have not. This
corresponds to a temperature distribution which is normalized to the-center temperature. .

To evaluate the potential function it is uccessary to determine the constant of integra-
tion in Equation (D!). This constant is evaluat,-d from the boundary conditions. The value..
of the constants for free and fixed panels with a constant boundary temperature are

(I v) u TB  (Da)

:! ( .1.



FIGURE 42
THERMAL STRESS PROGRAMS
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FIGURE 45
FINITE DIFFERENCE MODEL OF PANEL
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-~i -. --t-- - - -

and -(1 +v) TB 
(D3b)

respectively. If boundary conditions other than fixed or free are to be used the value of the
constant C (TPC, lines 540 and 560) must be computed from Equation (D1 ) and tile rela-
tionship between strain and potential. If the strain at a point is known then

CXX layb + yy a ,b -(I +) UT lab

If stress, forces, displacements, etc., are known then the other equations of elasticity must
be applied to obtain ex b and eyy a,b

The solution of the differential equation will be restricted to a bounded plane region R
with boundary S, and where 4' is defined and piecewise continuous on S. The problem is to
find.a function 4 (x,y) which is continuous on R + S, is twice differentiable in R, and
satisfies in R the linear second order partial differential equation (Equation DI).

The finite difference representation of Equation (D1) is,

,(I,J + 1) + (IJ - 1) - 20(l, J) + 0 +1, J)+ 00 --1, J) - 20(1, J) (D )

Dy2 DX2

=(1 +v)otT(l,J)+C

Solving Equation (DS) ror 4' (1, J) we obtain

2 DX 2 + DY 2 ) DY2 4-D, J) + 4'.(l + 1,J)] + (D6)

DX2 ' (, J-l + 4(l, J +1)- .X 2 Dy2 (I [(1 (I, J) + C1

This equation may be solved by using assumed values within the region R and the known
values at the boundary S for the function 0(1, J) on the right side of Equation (D6), This pro-
LCsses Is then rep1ated by feplacing the old values within the region R by the new computed
values of i(1, J). The iliations are continued until the old and new vahus of 41, 1) are
sufficiently close; that is, until 0(1. 3) solves Equation (D) and the boundary conditions,

* with sufficient accuracy., The above method is the Jacobi nmethod.3 2 ,n extension of this
method is the Gauss-Siedel method, This differs from the Jacobi method in that the new values

. of v(I, J) for adjacent points ae use4 as soon as they are computed. -Tits technique iMrackses
the convergence rate by a factor of two over the Jaivbi method. The equation utilizing this
method is given in lines 900 througi 990.

i • 2n order to cnmpute the potential function, the boundary conditions for "Intion (Di)
Must be supplied. In the Lase of a frm paniel with constant boundary tcmujerature the traction
forces per unit area are zero at the boundary and the following cou dition for stress results:

~0 (W7).! " a~xx = Y ay xy 0 (DT

From the generalized Hooke's law and the strain 4lspacemient relations it can be shown that
this condition reduces to

a u+ v yv + vaxu =(l.+ (D8)
i~~i, O+ 3V 0 (D9)

Y x(9)
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( The simultaneous solution of Equation (D8) and the application of the shear restriction

(Equation D9) results in an expression for the displacements at the boundary,

u(x, y) = aTBx + a + by (D10)

v(x, y) = aTBy + d - bx (D 11)

The c.oefficients a, b, and d represent rigid body translations and rotations. These coefficients
were zero for the cases analyzed in this study.

When the expressions for the strain potential are substituted into Equatiodis (D 10) and
(D I I) and the results are integrated, the expressions for the strain potential at the boundary
are as follows:

2/ = 2TBy2/2 +Cl (D12)
Ix I=a

= (TBx 2/2 + C2 
(D 13)

Since the potential can only be known within an arbitrary constant and this constant doesnot enter into the strain or stress calculation, we assume C1 = C2  0. Thus the boundary

conditions for the free panel, used in the potential program, are

S CITBy2/2, ~P aT3x 2 /2 (D)14)
xI=a 1I- b

These conditions are supplied in lines 720 and 760 through 790 of the potential program.
The boundary conditions for the fixed panel are u v 0 at the boundary. This im-

plies that

y~ xy = (D15)

l fly)+Ct -(D16)' ' Ixb~a.

Sfix) +-C2 -I (I.17) :

which implies f(x) = t(yj - 0. As wilh the free panel we may choowe C 0 thus 4 = 0 at the
b.o tary. The boundary conditions for the fixed pand are tgiven in lines 740 and 760 through;.. ~~790,.... .. I

In addition to the use of the Gauss-Siedel method of successive displacements the con-
Svrt~ne fatc was increased by using a Suc C.sLsive overr.axation rtchnique. 3 3 The coefli-
cient for relaxation operAtions used in this program is 0.443, as suggested in retrence 33, 1.
When different increni.it s*zes arc to be used the value of the relaxation factor should be.
Shanged. The ov~r-raxation technique is employed in line 1030 of the potential program, ' t

Onc. the potential flas been calculated with sufficient accurc,? it is placed in a storage 4:
ile. for use in the strain prog-ram. t

'e strain program is uscd to :ompute bot notnal and sttinr strains fron the po-
tential function. The strains are raated to the potential function by,thc foliowing-equatious:

=a. xx ex y )y,(x=2 , (DIS)

lie finite difference approximations of the above equations ame
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exx(I,J) 0(I + I ,J) + '0 - 1,J) - 0k) (D 19)
DX2

e *J)4(I,J + 1) + 4'(I,J -1) - 200i~,J) (D20)
yy I DY2

X (IJj) 2bp(lj) + iP(1+l, J+1) - O(I,J-1) - 0(1-1, J) ()1
xy DXDY

These equations are solved in lines 670 through 720 in the strain program.

The solution of Equations (Dl 19) through (D2 1) can only be found within the region
P. In the program for free panels the strain at tie boundaries is known and thus may be
supplied directly. For the fixed panel the normal and shear strains at the boundary are zero
corresponding to zero deflection at the boundary. From Equations (D) 12) and (D 13) it oanI
be shown that for the free panel.

exx l BY {BOTB (D22)

Cxy 1B 0  023)

The boundary conditions for the fixed and free panel are supplied in lines 340 through 480 - -

and 5 10 through 650, respectively. The values of normal and shear strain are then stored in
a file for use in subsequent progjrais.

The nornial stress prograll aipplies the generalized Ilooce s law to obtain the stress disn.
tribution froin the normal strains and the teniperature. The relations for calculatinr uormal
stress are 4

Tio~ eqations are Soh~ed 1P lines 4 10 thttrough 470 it the progral% A rqutiaV. to cumpale the
mlaximnua 11orm1al strsesin thle 9 31) Y directions is given I hlns 6130 thr~ntgh 8t0. If the

value of maximum stre~-ss occurs at 1110M, than *one pi'ont only the frtpiti eand

111C shear stress program uses the flook--u.s law relation Ixtwee Alvar stress atid shearI

Thle equationl is olved ia linre 220 of thme ptogrant. A routine f'or c-&-ulafing the miaxim'umn
shear smrss is given in [tites 390 through 5 10. Th16 routhue is su~bjoct to tht. same restriction
as tMe tuixunufu nortnal strtss routfine.

Th1e output of a typical cornluzer run is prm.~e IM 41tc 14 thog 6 eponse I
Which the user ty"Os in to the conputer are uinderlined. 1the examplo nalysis is for a 15 X 15

inch steel 1p3110 with free- boundaries and a temperature distribution with 17X) of thme forl.
T(~ 0013.33X -8.88X- 3127

This corresponds to a 8800 1'- vetter tenitwrature and 2800F bountdary trt'mpcraturc. sine the
tepmtaurts used in the prograil are Wderenccd to wobient,
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(The following symbols appear first in the potential program)

SYMBOL MEANING

X(1) coordinate in x direction
Y(I) coordinate in y direction
A(l) coefficients of temperature distribution
P(Ij) old value of potential function
POT(l,j) new value of potential function
DWF(I,J) differcrice between .n~w and old poiential function
T(lj) temperature distribution
TP(l,J) nionhiomogeneous termi in potential equation
NU Poisson's ratio
MAX miaxinium percentage value of DI F(Ij)
H3OUN.D code identifying boundary type
TC center temperature
AL coefficient of thermial expoansion
Xt. length, in x direction
YL length in y dire~ctiqn
NX number of* increments in x direwtion
NY number of incremen ts in v direction
DX clement lengallin x directiol for finite differonce, calculations
DY clement length in y dircction, for finite- -iffi-relix tCaculations
NXI 11111ber of points in. the x direction
NY1 nuniber of points in the y dinion.
NXC x index valueo at tile Collter
NV C y 11ndex V~due lit tie center

£DX2 skjtlzlxi of )x
1~Y2equ of Dy

RLH *code to idetifiy wheth4wi the A(i) are normalized to A(I) or not
C0 ceefli dint for miaxi Oft operalioh
TPC Ofstn ot tegratiOlA iW potentl oqiuatfll

1K. eunte~ detrmind n~.t~erof it gations per sxe
U -T ue cc*d to obtabA anothe aR. e~o teai

C kt*Printing Code
ITST 2Sequ enct code -to 01tainl anothc erie of 4it;-:', Oft

1)~WCTprint code, uscd to file duta or not
0TlL Wie tontaning final values of Ploteltaw l uletion

TLAPP file containillsvalts of tempevrature distribution

(hflowillg 6ymnbols aPIVar 0is ill the Starain J.-togrimi)

SYMBO0LS MFIANIN;

INU)~ values; of poteiiti al function frook POTFIL

EMMSYIl) strain in x direction

ETSXY0,J) shear strain
DE LX sam a DX

DELY Same as DY
T Young's modulus

DXY one half product of DX arnd DY
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SYMBOLS MEANING

EPSXXF file contaning values of strain in x direction
EPSYYF file containing values of struin in y direction
EPSXYF file containing values of shear straini

(The "ollowing symbols appear first in. the stress progi ~tm)

*SYMBOLS MEANING

NXP sanie as NX I in pottial program
NYP same as NY I in potential program
NXi value of x coordinate of thec maximum stress in the x direction
NY I value of y coordinate of the maximum -stress in the x diirection

*NX2CH value of x coordinate of the miaxiinwn stress in the y direction
NY 'CR value of y coordinate of the maximumn stress in the y direction
SIGXX(l,J) stress in the x direction
SIGYy(14) stmess it) the y dircction
ALPHA same as AL
NX I dummy x coordinte to coIinpulhe loc-afioll of' Ilinitili stivss iX . direction
NY I dummy~ y oordinate to Compute locationl of maximlum stres ill x trction

N V2dunin), x coordinate to computo location of maximm stress in y direction
NY2 dumnI, corinate to computeo locatioo of Inxitnum stress in. y dim'ctl
CKVAt.I dummiy vjrizb to Comlputc 111axilmol smiss in x direction
CKVAL.2 dumiv Variable. Vo conlvrnk nmaxin itns my &W4edian *

* WMPT'I WIVIIeiaml~rw ;,) 1101.1t of 1IX inuinll Ntrress ill x dir ion
E .M..l 2 * m~peatur ax nint" 'wat MUM Atv-S dia tiami

SYMBOLS

"IGM11 * . 41ar siwe%
S~ I * uttlo x Coodinat toolutlen xn~ n 5ea itre%

SY I d111n"11 Y. i:odilAte to compute 1111xilmum 4e %tr's*
-CYVAL dmmny vatiatik tmki to comisiuc maximlum Shrat strms
sxl: Value of x %wrdinat(rw f 111nim *hc;r 4tress

S~l- r:twI of y caotujisate'of ftaum 4Kli~dar S1UVN!.
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- POTENTIAL

10 DIMENSION XCI7).pY(17)pA(5)
20 DIMENSION P(17,17),POT(17,17)*D!F(17 ?,17)
iO DIMENSION T(17,!7)
410 DIMENSION TPCI7,17)

* SO PEAL NU..NAX
60 PRINT," FOR FREE TYPE 1, FOR FIXED TYPE 0".

*70 READiROUND
80 PRINT, "SUPPLY THE 5 COFFFVIENTS FOR T(X)."
90 PRINTA
WOO REA.).- A(l)iAc2),A(3),AC4),A(5)
110 PRINT*

*120 PRINT," SUPPLY CENTER TEMP., POISSONIS RA4TIO, COEF. OF THERMAL"
130 PRINTa-EXPANSION, LENGTH IN X AND Y DIRECTION, NUMBER OF"'
140 .PRINT,** INCREMENTS IN X AND Y DIRECTION t '
150 PRINT,
160 READ, TC,NU,AL,XLYL,NXjNY

*170 PRINT, "IF THE TEMPERATURE COEFF~ICIENTS YOU SUPPL1EL, WEnEl"
180 PRINT, "NORMALIE TO CENTYS TEMP, PRINT 1* IF NOTA 0"
190 DX =XL/NX
200 DlY*YL/NY
210 Nxk'NX.I

* 220 NYI41V.*1
230 Nx C i NX/2 +I

*240 Nyc arly/ 2.
25 0 DX20DX*ox
260 DY2=Dy-*Dy

*270 READ, F U

*290 1IF CEb .E Q* Op GO TO 9
* 310 Do 10 X1*u!5
*310 ACK)wA(+)0.TC

320 10 CONTINUE
330 0 PRINT,
340 DO0 I 1to),Nx1

3650 1)(0 - (XL. II YII

370 Y(W) -YL /2 , (J- I *DY
380 1 CNIU
390 DO0 14 l-NXCVJXi

*400 DO 14 J01YCiNV1

49&0+A(5'c(XfI)**Q)
430 "-(2*NXC)-J
440 (.)T1J
450 K (2 **YC)- I
4160 "1(KJ)-TCI,J)
470 luTIJ
480 (,m(X)
490 T(hsI)rT0!.J)
500 hJ d1 )

122



POTENTIAL CONTINUED

510 T(M..K) =T ( 1,J)
520 14 CONTINUE
530 l~iBOtND.FTQ.0) GO TO 738
540 TPC=-(AL*T(1,1)*(1.-NU))*(DY2*DX2/(2.*(DX2+DY2)))
550 GO TO 7394
560 738 TPC=(AL*T(,)*(+U*CDY2*DX2/.*CDY2+DX2)))
507 0 739 CONTINUE
580 DO 2 I=1,NXI
590 DO 2 J=1,NYI
600 TP(I.,tJ=-(DX2*0Y2*(IQ+NU)*AL*T(I,J))/(2.*(DX2+DY2))
610 TP(I,J)=TP(I,J)+TPC
620 P(IoJ)=1'P(IJ)
630 2 CONTINUE
640 15 CONTINUE

S 650 II(=0
660 7 CONTINUE
670 MAX~u
680 675 CONTINUE
690 ['O 88 !=1,NXI
700 DO 88 d=1,NYI
710 IF(BOt5ND*E0.0) GO T0741
720 P0T(NXI,d>)=AL*T(NX1,J)*Y(J)*'(J)/2.

730 GO TO 742
740 741 POT(17,1)=0.
750 7,.2 CONTINUE
760 POTC1,J)=P0T(NXljJ)
770 POT(I,NYl)=POT(NXl,J)
780 POT(l,1)=PklT(NXl,J)
790 88 CONTINUE
800 P0T(NX1,oJ)0.
810 DD=DX2/(2.*(DX2+DY2>)
820 D)DY2mDY2/(2.*(DX2+DY2))
830 1NX2;-NX- I

-- 840 NY2z:NY-1

8$0 DO 20 1=2,NX2
860 DO 20 J-2, MY2
870 POTCI,d~w( Ot)y*(POT(I-1.,)+PI+1,J)))+(DD*(POT(IP,-1)

890 20 CONTINUE
4900 .)0 24 J-2.oNYP

910 POT(NXJ)=((DDY*(P0T(NX ,J)+POTC4X1,J) ))+(DD*(POT(NX,J-1 )+

930 24 CONTINUE
940 DO 26 1=2,P.X2
950 1'0TCI,NY>*( (DDY*(POT(lNY2)+POT(INYI ) >)4(DD*(POTC I-1.,NY)+ A
960&P(I+1,I.NY)) ))+TP(1,NY)
970 26 CONTINUE
980 POT(%NXANY)=(UDDY*(PIT(NX2,NY)+POT(NXI,NY)))+
99O&(c*CPT(NXANY2)"-'(NXPNY1))) )+1P(NX,NY)

1000 DO 49 Iml,NXI 2



POTENTIAL CONTINUED

1010 DO 49 J=1,NY!
1020 DF~)PTI 4 )PlJ
1030 PtlIJ>=(1.+CO)*POTfI;J)-CO*PCI.J)
1040 IF CAS(I(,)PTIJ)10)L.A)GO TO 49
1050 IF kPOT(IjJ).EQo 0 GO TO 49
1060 MAX-ABS((DIFtIJ)/POT(I,J))*l00)
1070 49 CONTINUE.
1080 TPRINT 200 1,IK,#MAX..DIFCNXCrYC), PT(NXC,NYC) POT N1,NY1>
1090 2001 FORMAT 03X,16,41 31
1100 PRINT,
1110 I1{=1{+1
1120 IF(IKtLE,20) GO, TO '7
1130 PRINT 2000, MAX

140 PRIIWT,"' SUPPLY STEP SIZE FOR PRINT STATIEMENTS FOR I1 PND J"
1150 READ, INCRX,INCRY
1163 '2000 FORMAT(CTHE MAXIMUM PER~ENTiAGE DIFERENCE. is "E 1C.-
1170 PRINT,."IF MORE-ITERATIONS ARE DESIRED TYPL I ,IF Not! -04
11.80 RlEAD, TEST
1190 IF.(VrE5T.EQ.0)G0 TO 15
1200 38 CONTINUE
1210 PRINT,"' IF ONLY THE CENTERLINE VALUES ARE DESIRED TYPE 1,"
1220 PRINTz" OTHERWISE TYPE Olt
1230 READ, CHECK
1240 PRI NT,' X y POT"
1250 IF(CHECK.EQ.U) GO TO 95
1260 DO 78 X=1,NXI,INCRX

41270 DO 78 j=h!,NY1,INCRY
1280 PRINT 79, X(I).vY(J),rP(IJ)
1290 79 FORMAT (5X,F4.1,o5XoF4.1,5X,.,212.5)
1300 78 CONTINUE
1310 95 CONTINUE
1320 DO 85 I=1,NX1,INCRX
1330 PRINT 79AX(I)*Y(WYC),P(INYC)
1340 85 CONTINUE
1350 DO 90 J=1,NYI, XNCFIY
1360 PRINT 79.,X(NXC),#Y(J)-P(NXCJ)
1370 90, CONTINUE
1380 PRINT 79,X(NXC),Y(NYC),oP(NXC,NYC)

* 1390 PRINT,..
1400 PRINT,

* 1410 PRINT,
1420 PRINT.,"IF ANOTHER ITERATION IS DESIRED TYPE 0; OTHERWISE It'
1430 READTEST2
1440 IF(TEST2.EQ.0) GO TO 15
1450 PRINT# "IF IT IS DESIRED TO WRITE INTO A FILE.# TYPE J$ I Ft
1460 PRINT, "NOTg TYPE~ 0. (THIS Z$FOR BOTH POTFII. TLMPF-)"?.
1470 READ, DIRECT
11480 IF (DIRECT.EQ. 0) GO TO 71
1490 CALL. OPEN41P 01"P0TFIL"',7)
1500 DO 18 1al NX I

t 24:
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POTMNIAL CONTINUIED

1510 DO 72 J=I,NY1
1520 WRITE (1;70) p(I,J)
1530 70 FORMAT (EI4.7)
1540' 72 CONTINUE
1550 CALL 0PENF (4,"TEMPF*",7)
1560 DO 3 K=!,NXI
1570 DO 3 L-1,NY1
1580 WRITE (4;4) TCKL
1590 4 FORMAT (FIS.5)
1600 3 CONTINUE
1610 71 CONTINUE
1620 PR~INT,
1630 PRINT, " Xy E,'
1640 PRINT,
1650 Do 5.I=i,NxIINcRX
1660 DO- 5 Jh1NYI,INCRY-
.1670 PRINT'6.' X(I),Y(d)*T.(I,
16M0 6 FORMAT 3X.-F4 , XP4..1*SX,-El2 05-)
1690 5 CO~NTINUE
1700 END



10 REAL W- .4

20 DIENSIONl PC 17,17)

30 DIMENSION EPSXY(17,lE.T'lY7I7

50 DIM4ENSION X(07hY('1)
60 PRINT,"SUPPLY YOUNOWS -MODULIUSJ $4 1SS ON S RATIO, COEF. F"
70 PRINTI "THERMAL A,.P9sI8,oLF4WTH IN X AND Y DIRECTION,"
80 PRINT.. "NUMBER - f $NME14TS IN X AND Y DIRECTION*'

:90 "RZADs Eol IUo AL, XL. YLo.NX,' NY
100 DELX=XL/NX
110-DELY=YL/NY
120 ?X I NX- i

-130, MYuN.Y+1
140 'CALL OPEVIF. (-1,"P0TFlL",7)

..,50 CALL -EOFTST to M)
160 DO -P, X=I1,NXI
170 DO , ;'-,$Y I

190 3 FORMAT (EI497)
200 2 COtT I NtE
210 CALL OPENF (4,"lTEMPF',7)
29b CALL Z0FTST (4,M)
2-30 DO 57 I=1.NX1I

250 READ (4;59) T(I,.J)
26(C 59 FORk4AT-(FI5.5)
270 57 CONTINUE
280 PRINTs"PRINT I FOR FREE BOUNDARY, 0 FOR FIXED BOUNDARY#"
290 DX2=DELX*DELX
300 DY2='DELY*DELY
310 DXY=DELX*DELY*.5
320 READ, BOUND
330 IF (BOUNDEQaI) GO TO 53
340 DO 4 Ka1,NX1
350 DO 4 Lm1,NYl
360 EPSXX(1{,1)0.o
370 EPSXX(1,*L)in0,
380 EPSXX(K&NY1)0.*
390 EPSXX(NX1,L)=0.
400 EPSYY(K41)=0*
410 EPSYY(1,L)=O.

40EPSYY(KANY)='0.
430 EPSYY(NXI*L)=0.
440 EPSXYCKo1)*Oo
450 EPSXY(1,L)a0.
460 EPSXYKNY)w0.
470 EPSXYCNXZL)=0o.
480 4 CONTINUE
4900 GO T 54
500 53 CONTINUE
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STRAIN CONTINUED

510 DO 61 Km1,NXI
520 DO 61 LulNYI
530 - PSX7X C t,1) AL*T CK, V)
540 EPSXX(14L)=AL*T(lp*L)
550 EPSXX(K*NX1 )wAL*TCICNXl)
560 EPSXX(bXIL)=AL*T(NXI.PL)
570 EPSYY(K*NXI )=AL*'rcxNXI)
580 EPSYYCIoL)-AL*TCJL)
590 EPSYY(NXIL)-AL*1(NXI,L)
600 EPSYC7,K)=EPSXX(1?,K)
630 EPSXI'.Y 0
620 EPSXY(NX1,L)=O.
5S30 EPS"-(K# 1=0.
640 EPSXYCK*NXI)=0.
650 61 CONTINUE
660 54 CONTIN4UE
670 DO 5 Ix 2,NX
680 DO 5 4=2,IiY
690 EPSXX(I,4l)=(P(+,J)2*(,4)+P(I-l..t) )/(DELX**2)
700 EPSYYCIJ)=(P(IJ+1)-g*PCI4)+P(I*)..))/CDELY**2)

720 5 CONTINUE
730 NXC=NX/2+1
740 NYCUNY/2+1
750 PRINT go
760 DO 13 Kw1,NYI
770 X(K)o0.
750 Y(K)m((K-1)*DELY)-(YL/2)L
790 PRINT 9,#X(NXC),PY(K),ZEPSXXCNxCK), EPSYYCNXC, K),*EPSXYCNXC. N)
800 13 CONTINUE
810 DO0 12 1(.1,NXI
820 Y(N)w0.
830 X(X)=(CK-1)*DELX)-(XL/2)
8*0 PRINT 9,X(i),Y(NYC).EPSXX(XIGNYC)oEPSYY(K,-NYC),EPSXY(X,NYC)
850 12 C01JTINtI"
860 8 FORMAT ( 3x. "X".# 6X., ""Ye, 6X, "EPSXX'., 6XP "EPSYY"* 6K. flEPSXY"
870 9 FOR MATC1XF4.1,3XoF4.,ol3XEIO.3.2XE1O.3,o2XE10.3)

4 880 CALL OP9NF (2. "EPSXXF*",p7 .1
890 of 14 Iw1.1NXI
900 Do 14 Ju1,NyI
910 WRITE (2J3).-EPSXX(I.,)
920 14 CONTINUE
930 CALL OPENF (-3.VEpSYYF9, 7)
940 DO 15 lu1.NCI-
950 DO 15'J31AoiY1
960 WRITE. 313) EPSYYI.J)
970'15 CONTINUE
980 CAL PEN? (5,WEPSXYTW,7)
990 DO 710 ItaliNX1
1000 DI710 j,14 ,Yl

. . . . . . . . . . . . . . . ........ S



STRAIN CONTINUED

1010 WflITEc5:3)EPSXYcXId)
1020 710 CONTINUE
1030 PRINT,"EPSXXo EPSYY, AND EPSXY HAVE BEEN FILED"
1040 6 CONTINUJE
1050 END

1 2$



iO REAL NUNHN CH-NYCH,-Y21
20 DIMENSTG:;~X~,7,PYYI,7,(7 7
30 DIK'ENSIOtV SIGXX(37, 17),#SlGYY(17, 17)
40 DIMENSION X(i17)oY(17)
50 PRINT,
60 PRINT,"l SUPPLY YOUNG'S MODULUS* POISSON'S RATIO.- COEF."

70 PRINT.,"OF THERMAL EXPANSION, LENGTH IN X AND Y DIRECTI0No"
SO PRINT,"NUMBER OF INCREMENTS IN X AND) Y DIRECTION."
90 READ, E, NU, ALPHA, XL, YL, NX, NY
100 DELXFXL/NX
110 DELY'=YL/NY
120 NXP=NX+1
130 NYP=NY+
140 NXC=NX/2+ I
150 N'(C=NY/2+1
160 CALL OPENF (2, 'EPSXXF", 7)
170 CALL. E0)TST (2,N)
180 DO 10 Iml,NXP
190 DO 10 Ja1,t%1YP
200 READ(2)23)EPSXX(I,4)
210 23 FORMATE14t7)
220 10 CONTINUE
230 CALL OPENF (3, "EfSY YF*"p 7)
240 CALL EOF'T$T (3,N)
250 DO 15 lc1,NXP
260-DO 15 Jh1.NYP
210 rEAD(3J23)EP$Y((IoJ)
280 15 CONTINUE.

90 PRINT,
300 17 FRMAT (3X.,"X".,5X,"Y"6X"TENP**.6X,"SIGCX",6X,"SI0YY"4)
310 PRINT,
300 CALL OPENF (4, "TEMPF",97)
330 CALL ZOFTST(4,N)
340 DO 21 XI.1,NXP
350 DO 21 Jat5,~fp
360 READ (A)22) TC,J)
370 22 FORM1AT cF15oS)
380 21 CONTINUE
390 19r0RMAT(1X,F~.1,3x,F4.a,6X4'F7.1,3X.EtO.3,3X.El0.3)
400 PRINT*
410 00 16 Iu3.NXP
420 DO 16 Ju1.NYP
430 SIG)X(IJ)--E*CEPSXX(I,J).NU*CEPSYY'(I.J))-C1+NU)*ALPRA*T
4AI40C1#%))f1I-NU**2)
430 SWGYYCI*d)OE*(EPSYY(I,J)+NU*(EPSXX(I*J))-(,tJU)*ALPIA*T
460&d1,J))/(i-NU**2)
470 16 CONTINUE
480 PRINTo"SIOXX AND S IC77 H&IV E BEEN COftPUTEDa"
490 PRINTO
500 PfIINT 17,

n



4> STRESS CONTIMITED

*510 PRINT*
520 DO 57 I=IANXCP
530 DO0 57 d1JNYP
540 X(I)*(I-J)*DELX-CXL/2.)
550 Yc1 Du(J-l)*LELY-CYh/2-)
560 57 CONTINUE
570 DO . -K= I*NYP
580 PRXNI ,.X(NXC),#Y(K),PT(NXC,K),SGXXCJXG.,K),SGYY(NXCK)
590 is C0NTINUJE
600 Do 20 KwlpNXP
610 PRINT19,XCR),.Y(NYC),T(K.NY)SIGXX(CNYC),SIGYYKNYC)

630 NXI
620 20 Gkfl4TN

650 tJX2.I
660 NY2*1
670 CIVAI1-09
680 OXVAL2tO..
690 DO .29 Iu.lpNXP
70 DO 29 Ju1,NYP
710 IF (AB5(SIGXX(IZ,d))#LECKVALl) GO TO 30
720 C)(VALuAIS(SIGXX(I4))
730 NX I nI
740 NYJ
750 30 CONTINUE
160. IF (AB (SIGYY(Z.,J))LE#KVAL2) GO TO 31
7,70 CVL2AS(SIGYV(1,#J))
780 =9=1~
790 NYgr'J

* 840 31 CONTINUE
810 29 CONTINUE
820 PRINT*
830 PRINT. "tAXIMUM-VAL.UES FOR STRESS IUIEt'
840 PRINT,-
850 PRINT* x X Y SIGxx SIGYY TE.MP"
860 PRINT,
870 TEMPTI =T (NX INYI)
880 TEt4PT2w'TCNX2,N Y2)
890 NX0w(~-)*EX-X/e
900 flC1((NY-)*DELY)-CY/2.) *

910 NXt2CH=u( (NX2-JI)*lVELX)- CXL/2-.)
920 W2C14m((NY2-))*DELY)-CYL/2,)
930 P~.4NT 32,- NICflNYICHSIOXX(Nx1,NYI ).SIGIYY(N)X1,NY1 ).TEIPTI
940 PRINT 32o NK2CHNY2Cli,SIG)CXCNX2,Y).SIG(YXt)9NY2hEPT2
960 32 FORMAT (1XF4.1,3XF4.1.2X#'z10.3,2XEIO.3,2XP6.I>
96U 98 CONTINUE

970 EWI'



SHEAR

10 DIMENS10N EPSXY(17,17),SIGXY(1,*1),FX(17),Y(17)'
20 INTEGER SX1,SYI
30 REAL NU!
40 PRINTj#SUPPLY E, NU,4 THE NUMBER OF INCREMENTS IN-THE X AND yll
50 PR INTo "DIRECT I NSv AND PANEL LENGTH ALONG' X AND Y"~
60 READ, E.,NUoNXoNYXLjYL
70 NXI1NX+1
80 NYI. NY+1
90 NXC=NX/2+1
100 NYC=NY/2+1
110 DX=XL/NX
120 DY-YL/NY
130 PRINT 201-,
140 201 FORMAT (6X, 'Xe, 9X, "~Y", 8JX, ISTRAIN* , SX,"SIZ~AR")
150 CALL 0PENFC5,"EPSXYF" 1 ?7)
160 CALL E0FTST(5,t)
170 GmE/ (2.4r1 . NUY-4
180 DO0 19 1=10d4X1
190 DO 19 jmlNy1
200 READ (5;23) FPSXYfIJ,
210 23 FORMAT(E14.1>
220 5IGXy(l,)nG*Ep5Xy(1,#d)
230 19 CONTINUE
240 DO~ 21 zl,~

260 21 CONT I NtJ
270 D~t 22 Jvl,NYI

* ~~~280 J~(-))Y/,
290 22 CWNINVE
300 PRINT, "SUPPLY PRINT INCREMENT FOR X AND y"
310 READ, INRAi-NCRY'
320 DO0 27 ligisdflsINCRY
330 PPIN~T ~0XtX~Y) PX(X,)SVXA
340 27 CONTINUJE
350 00 , 9 X H NX I, IN'C_ ,
360 PRINT 200X(X),Y(,EPSXYYP ))SY (KdJJY.).SG y, C'
370 29 ZONT INUE
380 200 FRA3x,1F7.2,3XF72,1 3X,,EI.0.3,3x,EIO.3)
390 SXbl.
400*t~lwl1.
410 CJ{VAL=ao.
4-20 DO0 290 1=101X1
430 DO 290 .J'm1,WYI
440 l(AS(SGY lJ)LFcC1(VAL) GO TO 30
450 CKVALA8S(SlGXY(Ioj))
460 SXal
470 SY1'.4
480 30 CONTINUE
490 290 CON'T1NUE
500 SXF'=C(SXI-1.)*DX)-(XL/2*)
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SHEAR CONTINUED

510 SyF-((SYl-1.)*DY)-(YL/2.)
520 PRINT 270.v
530 270 FORM4AT (3X, -XI, 7X, "Y", 2X, MAX SHEAR mAX STR~S'I)
40 PRINT271,-SXI.,SYF,EPSXY(SX1,,Syl),SIGXY(SXjy1)
55fi 271 FORMAT(3XAF41,3XcF4.,3XE1O.3,3X, EIO.3)
560 END
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